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Independent Sets and Graph Coloring with
Applications to the Frequency Allocation
Problem in Wireless Networks

Evi PAPAIOANNOU

Abstract

The subject of this dissertation thesis is the study of issues arising in com-
munication networks that utilize Frequency Division Multiplexing (FDM).
We consider networks based on telecommunication infrastructure such as
cellular mobile telephone networks and networks of autonomous transmit-
ters, like ad hoc wireless networks. We represent these networks using graphs
and model the corresponding communication problems as combinatorial op-
timization problems in such graphs. Our results include new on-line algo-
rithms which outperform previously known algorithms as well as new lower
bounds.

In cellular networks, a geographical region is virtually divided into sub-
regions called cells. Each cell is the calling area of a base station which
enables wireless communication. Each base station is responsible for ser-
vicing users located within its range. Communication between two users of
a cellular network involves in the first place communication between each
user and the base station that services the cell where the user is located.
Then, communication between the base stations must be established. Wire-
less communication between users and their base station is always involved,
even when both of the users are located in the same cell or only one of them
uses the cellular network and the other uses, for example, the standard tele-
phone network. Two users located close to each other can simultaneously
communicate with their base station via Frequency Division Multiplexing
technology, using different frequencies. Usually, the use of the same fre-
quency by users located in the same or adjacent cells causes signal inter-
ference, thus, making communication hard or impossible to establish. The
basic cellular network model assumes base stations equipped with equivalent
transmitters, uniformly distributed on the plane. Therefore, the plane is di-
vided in cells of hexagon shape. In fact, cells can have irregular shape and it
may be the case that the signal interference constraints regarding the reuse
of frequencies by different users are even harder and more complicated. We
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model such constraints through interference graphs where nodes correspond
to cells of the network and an edge between two nodes v and v states that
the assignment of the same frequency to users located in cells corresponding
to the nodes v and v would cause signal interference. In cellular networks,
an important communication problem to be solved is the assignment of fre-
quencies to the users so that they can communicate with their base station
without signal interference. Since the available frequency spectrum is lim-
ited, its efficient utilization is critical and essential. Frequency allocation
and call control are the most fundamental problems to be solved for the
efficient use of the frequency spectrum and can be defined as follows:

e The frequency allocation problem is to assign frequencies to the users
so that signal interference is avoided, while minimizing the total num-
ber of frequencies used.

e The call control problem in a network that supports a spectrum of
w available frequencies is to assign frequencies to users so that signal
interference is avoided, while maximizing the number of users served.

We consider the on-line version of both the frequency allocation and the
call control problems. We follow the competitive analysis approach and we
use the competitive ratio as a measure for evaluating the performance of
an algorithm. Calls are not known a priori and appear gradually. When
a new call appears, an on-line frequency allocation algorithm must assign
it a frequency so that signal interference with calls previously appeared is
avoided. An on-line call control algorithm must either reject (not assign a
frequency) or accept the call by assigning it one of the w available frequen-
cies so that signal interference is avoided. In both cases, the decisions of the
algorithm cannot change in the future. The competitive ratio of an on-line
frequency allocation algorithm indicates the relation between the number
of frequencies used by the algorithm and the number of frequencies used
in an optimal assignment. The competitive ratio of an on-line call control
algorithm indicates the relation between the number of calls accepted by
the algorithm and the maximum number of calls that could have been ac-
cepted. For the frequency allocation problem, we present an almost tight
analysis of the greedy algorithm. For the call control problem, we present
a series of randomized on-line algorithms with competitive ratios that de-
terministic algorithms cannot achieve. Our algorithms are simple in the
sense that they use a small number of random bits or weak random sources
for making their random choices. Our results can be extended to cellular
networks with various interference graphs, like cellular networks with high
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reuse distance, irregular networks with interference graphs of small degree,
as well as networks with arbitrary interference graphs. We also present new
corresponding lower bounds for randomized on-line call control algorithms.

The frequency allocation and the call control problems are also essen-
tial in the case of networks of autonomous transmitters. In such networks,
transmitters are distributed in the plane, each of them covers a circular re-
gion whose range depends on the technical specification of the transmitter
(e.g. its transmission power) and can operate at a different frequency. We
assume that transmission without signal interference requires that the range
of each transmitter does not overlap with the range of other transmitters
operating at the same frequency. Possible signal interference between trans-
mitters operating at the same frequency is modelled by disk graphs, where
each node corresponds to a circular region on the plane so that two such
regions overlap or are adjacent if and only if there exists an edge connecting
the corresponding nodes in the graph. If we consider frequencies as colors,
the frequency allocation problem in networks of transmitters is equivalent
to the minimum coloring problem in the disk graph modelling possible sig-
nal interference. The important special case of the call control problem
where each transmitter operates at a particular frequency is equivalent to
the maximum independent set problem in the corresponding disk graph.

We study the on-line version of both the maximum independent set
and the minimum coloring problems in disk graphs. Again, we follow the
competitive analysis approach and use the competitive ratio as a measure for
the evaluation of the performance of our algorithms. The nodes of the graph
are not known in advance and appear gradually. When a new node appears,
an on-line coloring algorithm must assign it a color different from those
assigned to previously appeared adjacent nodes. An on-line independent set
algorithm starts from an empty set of nodes and gradually expands it. When
a new node appears, the algorithm must decide whether to include this node
in the set. In both cases, the on-line algorithm cannot change its decisions in
the future. The competitive ratio of an on-line coloring algorithm indicates
the relation between the number of colors used by the algorithm and the
number of colors in an optimal coloring. The competitive ratio of an on-
line independent set algorithm indicates the relation between the size of the
independent set computed by the algorithm and the size of the maximum
independent set.

For the independent set problem in disk graphs, we present the first
new randomized on-line algorithms. We prove upper and lower bounds for
their competitive ratios either if the disk representation is given as part of
the input or if only the nodes and edges of the disk graph constitute the



input. Obviously, the latter case is harder. When the disk representation
is given as part of the input, we present on-line algorithms with signifi-
cantly better competitive ratios than the known results in the literature
obtained by deterministic on-line algorithms. Note that, the competitive
ratios achieved by our algorithms outperform those obtained by determin-
istic on-line algorithms. Furthermore, our algorithms can extend also to
more general cases that model the call control problem in networks of trans-
mitters obtaining similar competitive ratios. When the disk representation
is not given as part of the input, we prove lower bounds indicating that a
particularly simple, intuitive, deterministic on-line algorithm can achieve a
competitive ratio which is asymptotically optimal. This particular result
implies that the use of randomization cannot help in improving the com-
petitiveness of on-line independent set algorithms. For the coloring problem
in disk graphs, we present a new on-line algorithm that does not make use
of the disk representation and achieves a competitive ratio similar to the
one obtained by the best-known algorithm in the literature that uses the
disk representation. This particular result significantly improves the best
previously known upper bound for on-line coloring algorithms that do not
use the disk representation.
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Chapter 1

Introduction

In the area of mobile communications, which combines wireless and high
speed networking technologies, rapid technological progress has been made
during the recent years through the development and use of flexible wireless
and mobile networks (e.g., mobile telephone networks, bluetooth, wireless
ad hoc networks), sensor networks, wireless broadband networks, etc. It is
expected that in the near future, mobile users have access to a wide variety
of services available over mobile communication networks. Nevertheless,
there is still a lack in innovative methods and techniques that will allow
exploitation of the new transmission media and guarantee efficient access to
them. The use of the new communication media is based on techniques that
have been successfully used in the past, but prove to be practically inefficient
and insufficient nowadays. Therefore, the development of new protocols and
algorithms that will allow for efficient use of the new communication media
exploiting their special features is more than necessary.

The frequency allocation problem has many applications in the area of
radio communication networks as well as of mobile cellular networks. It con-
cerns the assignment of frequencies to transmitters so that signal interference
(which appears when transmitters located in the same or neighboring geo-
graphical areas operate at the same or neighboring frequencies) is avoided or
minimized. Due to the continuously increasing communication needs which
tend to exceed the corresponding expansion of the available spectrum, the
necessity for efficient management of this spectrum imposes the use of op-
timal or near optimal frequency allocation strategies. When a particular
frequency is used in some cell of the network it cannot be used by another
call in the same or adjacent cells, since in this case signal interference would
be caused. On the other hand, each frequency can be used to service calls



in geographically distant cells on the network (frequency reuse). In wireless
communication networks transmitters have usually overlapping ranges. If
we assume that a receiver uses a particular frequency, it is known that in
the presence of signal interference due to other transmitters, the received
signal is degraded. Interference can be caused by transmitters that either
use the same frequency and are located in the same region, or use “neigh-
boring ” frequencies, since neither transmitters nor receivers operate exactly
at a predefined frequency. The problem in this class of networks is , given
a set of transmitters, to define the frequency at which each of them should
operate, so that the signal interference, the maximum number of frequen-
cies allocated and the number of different frequencies used are minimized.
Efficient frequency allocation techniques in wireless networks must guaran-
tee that signal interference is avoided and frequency reuse is maximized, so
that the maximum number of frequencies is available in each cell and at the
same time the number of the calls that the network can service is maxi-
mized. Such algorithms and techniques are categorized based on how they
are executed and also on the way frequencies are divided in the network.
In the case of fixed allocation algorithms, there is an initial assignment of
frequencies to the cells so that their requirements are met (e.g. more fre-
quencies are assigned to a cell covering a densely populated area) and the
maximum possible reuse of frequencies is ensured. Fixed allocation algo-
rithms are usually simple but not easily adaptive to workload (call) changes
in the network. Borrowing techniques have been proposed for efficiently
dealing with this problem (when there are increased requirements in an area
with few available frequencies). Dynamic frequency allocation algorithms
can more efficiently manage changes in the workload but have increased
complexity and requirements in computational power. Another technique
for designing and analyzing dynamic frequency allocation algorithms is the
competitve analysis of on-line algorithms (algorithms that decide which re-
quests to service without having knowledge of the requests that will appear
in the future; this is what actually happens in real cellular networks). Ac-
cording to competitive analysis, the performance (in terms of the number of
requests finally serviced) of an on-line algorithm for a sequence of calls not
known a priori is compared to the performance of the optimal algorithm on
the same sequence.



1.1 Frequency allocation and call control on wire-
less networks

We consider wireless networks in which base stations are used to build
the required infrastructure. In such systems, the architectural approach used
is the following. A geographical area in which communication takes place is
divided into regions. Each region is the calling area of a base station. Base
stations are connected via a high speed network.When a user A wishes to
communicate with some other user B, a path must be established between
the base stations of the regions in which the users A and B are located.
Then communication is performed in three steps: (a) wireless communica-
tion between A and its base station, (b) communication between the base
stations, and (c) wireless communication between B and its base station.
Thus, the transmission of a message from A to B first takes place between
A and its base station, the base station of A sends the message to the base
station of B which will transmit it to B. At least one base station is involved
in the communication even if both users are located in the same region or
only one of the two users is part of the wireless network (and the other uses
for example the PSTN).

Many users of the same region can communicate simultaneously with
their base station. This can be achieved via frequency division multiplexing
(FDM). The base station is responsible for allocating distinct frequencies
from the available spectrum to users so that signal interference is avoided.
Since the spectrum of available frequencies is limited, important engineering
problems related to the efficient reuse of frequencies arise.

Signal interference in cellular networks can be represented by an interfer-
ence graph G. Vertices of the graph correspond to cells and an edge (u,v) in
the graph indicates that the assignment of the same frequency to two users
lying at the cells corresponding to nodes v and v will cause signal interfer-
ence. If the assumption of uniform distribution of identical base stations
does not hold, arbitrary interference graphs can be used to model the un-
derlying network. Such a network as well as the corresponding interference
graph are depicted in Figure 1.1.

In the ideal case, base stations with equivalent transmitters are uniformly
distributed within the network and the calling area of each base station is a
circle which, for simplicity reasons, can be represented as a regular hexagon.
Such networks are called ideal wireless cellular networks. An ideal wireless
cellular network (and the corresponding interference graph) is depicted in
the left part of Figure 1.2.



Figure 1.1: A wireless cellular network and the corresponding interference
graph.

Signal interference usually manifests itself when the same frequency is
assigned to users located in the same or adjacent cells. Alternatively, in
this case, we may say that the cellular network has reuse distance 2. By
generalizing this parameter, we obtain cellular networks of reuse distance k
in which signal interference between users that have been assigned the same
frequency is avoided only if the users are located in cells with distance at
least k. The interference graph of a cellular network of reuse distance 2 is
depicted in the right part of Figure 1.2.
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Figure 1.2: A cellular network and the corresponding interference graph
when the reuse distance is 2.

We define as degree of a cell v the number of its neighboring cells. The
network degree is the maximum degree over all cells of the network. Equiv-
alently, the network degree is the maximum degree of the corresponding
interference graph.

In wireless networks, given users that wish to communicate, two prob-
lems are of main interest and are addressed in this PhD Thesis:



e The frequency allocation problem is to assign frequencies to the users
so that signal interference is avoided, minimizing the total number of
frequencies used.

e The call control (or call admission) problem in a network that supports
a spectrum of w available frequencies is to assign frequencies to users
so that signal interference is avoided, maximizing the number of users
served.

We assume that calls corresponding to users that wish to communicate
appear in the cells of the network in an on-line manner. When a call ar-
rives, an on—line frequency allocation algorithm accepts the call assigning a
frequency to it, while a call-control algorithm decides either to accept the
call (assigning a frequency to it), or to reject it. In both cases the objec-
tive is maximizing the benefit, i,e., using the fewer possible frequencies and
servicing as many users as possible, respectively, while at the same time
avoiding signal interference. Once a call is accepted, it cannot be rejected
(preempted). Furthermore, the frequency assigned to the call cannot be
changed in the future. We assume that all calls have infinite duration; this
assumption is equivalent to considering calls of the same duration.

1.2 Independent sets and graph coloring

The frequency allocation problem in wireless networks is equivalent to
the problem of multicoloring the nodes of a graph. In particular, given the
interference graph of a wireless cellular network, if we imagine frequencies
as colors, then allocating frequencies to users of the network is equivalent
to multicoloring the nodes of the interference graph. The coloring must
use the minimum number of colors (i,e., the communication between users
must be obtained with the use of the minimum number of frequencies) and
nodes of the interference graph connected with an edge must be assigned
different colors (i,e., users located ““close”” to each other according to the
reuse distance of the network, must be assigned different frequencies).

The call control problem in wireless networks is a generalization of the
maximum independent set problem in graphs. Also in this case, given the
interference graph of a cellular wireless network and a limited spectrum of
w available frequencies, considering frequencies as colors, what we have to
achieve is to color as many nodes of the graph as we (i,e., to service as many
users as we can) using the w available colors (i,e., using the w available
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frequencies). When only one frequency is available (w = 1) the call control
problem is equivalent to the maximum independent set problem.

So, as far as the frequency allocation problem in wireless (cellular) net-
works is concerned, what we actually trying to achieve is to optimally solve
the corresponding minimum coloring problem in the underlying interference
graph of the network. On the other hand, in the case of the call control
problem on wireless (cellular) networks, we are trying to achieve optimal
solutions to the maximum independent set problem in the underlying inter-
ference graph of the network. We study the on-line versions of the maximum
independent set and the coloring problems. This implies that the graph is
not known in advance but its nones appear gradually, and every time a new
node appears, our algorithm must make decide, without any knowledge of
which will be the next node presented, whether to assign the node one of the
colors already used or to use a new additional color, or whether to include
the node in the current independent set, or to construct a new one.

1.3 Performance evaluation of on—line algorithms

Competitive analysis [54] has been used for evaluating the performance
of on—line algorithms for various problems. In our setting, given a sequence
of calls, the performance of an on-line algorithm A is compared to the
performance of the optimal algorithm OPT.

For frequency allocation algorithms, let C4(o) be the cost of the on—
line algorithm A on the sequence of calls o, i.e. the number of frequencies
used by A, and Copr(o) the cost of the optimal algorithm OPT. If A is a
deterministic algorithm, we define its competitive ratio p as

p = max 7014(0’)
o Copr(o)’

where the maximum is taken over all possible sequences of calls. If A is a
randomized algorithm, we define its competitive ratio p as

p = max £140)]
o Copr(o)’

where £[C4(0)] is the expectation of the number of frequencies used by A,
and the maximum is taken over all possible sequences of calls.

For call control algorithms, let B4 (o) be the benefit of the on-line algo-
rithm A on the sequence of calls o, i.e. the number of calls of o accepted
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by A, and Bopr(o) the benefit of the optimal algorithm OPT. If A is a
deterministic algorithm, we define its competitive ratio p as

» = max 20P7(0)
o Ba(o)
where the maximum is taken over all possible sequences of calls. If A is a
randomized algorithm, we define its competitive ratio p as

p = max 7BOPT(U)
a = E[Ba(o)]’
where £[B4(0)] is the expectation of the number of calls accepted by A, and
the maximum is taken over all possible sequences of calls.

Usually, we compare the performance of deterministic algorithms against
off-line adversaries, i.e. adversaries that have knowledge of the behaviour
of the deterministic algorithm in advance. In the case of randomized algo-
rithms, we consider oblivious adversaries whose knowledge is limited to the
probability distribution of the random choices of the randomized algorithm.

1.4 Contribution of this PhD Thesis

In this PhD Thesis, we study the on-line version of the frequency allo-
cation and the call control problem using competitive analysis. We present
new algorithms and lower bounds for wireless networks with cellular, planar
and arbitrary interference graphs.

For the frequency allocation problem in cellular networks of reuse dis-
tance 2, we improve the best known competitive ratio which had been proved
to be at least 3 and achieved by the Fixed Allocation algorithm. In par-
ticular, using competitive analysis for the greedy algorithm, we proved that
its competitive ratio is at least 2.429 and at most 2.5. These results are
presented in Chapter 2.

For the on-line version of the call control problem, we present algorithm
p-random, a randomized algorithm that uses randomness whenever a com-
munication request appears (i.e., proportional to the size of the network)
in wireless networks of reuse distance 2 that support one frequency. We
prove that it achieves a competitive ratio between 2,469 and 2,651 assum-
ing oblivious adversaries. In this way, we beat the lower bound of 3, which is
the smallest possible competitive ratio obtained by deterministic algorithms
in wireless cellular networks. Our analysis can be extended to cellular net-
works of constant or arbitrary degree. Furthermore, we significantly improve
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this result presenting a series of simple randomized algorithms which obtain
competitive ratios less than 3, work for networks that support arbitrarily
many frequencies and, use only either a constant number of random bits or
a weak random source. The best upper bound on competitiveness we proved
is 7/3.

For cellular networks of reuse distance k& > 2, we presented simple ran-
domized on-line call control algorithms with competitive ratios that signif-
icantly improve the lower bounds of deterministic algorithms and use only
O(log k) random bits or weak random sources. These algorithms achieve
competitive ratios significantly better than 4. Furthermore, using Yao’s
Minimax Principle, we proved new lower bounds of 25/12, 127/60, and 2,5
on the competitiveness of on-line call control algorithms in cellular networks
of reuse distance k = 2,3,4, k = 5 and k > 6, respectively and a new lower
bound of 2.086 for networks with planar interference graphs.

Our results for the call control problem are presented in Chapter 3. In
Chapter 4, we study the on-line versions of the two fundamental graph-
theoretic problems, the maximum independent set problem and the graph
coloring problem, for disk graphs, which are graphs resulting from the inter-
section of disks on the plane. For the maximum independent set problem,
we examine if the use of randomness can help in the improvement of the
competitive ratios of on-line algorithms. We assume that the sequences of
disks are constructed by oblivious adversaries, i.e., adversaries that do not
have knowledge of the random choices of the algorithm (but, they probably
know the probability distribution according to which the algorithm makes
its random choices). We prove that, in general, the use of randomness does
not help against oblivious adversaries even when the disk representation is
given as part of the input, i.e., we constructed sequences of disks for which
no (possibly randomized) on-line algorithm can have a competitive ratio
better than Q(n). When the disk representation is not given as part of the
input, we prove a lower bound of Q(min{n,s?}) on the competitiveness of
on-line algorithms in o-bounded disk graphs (i.e., graphs whose nodes cor-
respond to disks with radii between 1 and o) with n vertices which implies
that algorithm First-Fit is optimal within a constant factor. For o-bounded
disk graphs when the disk representation is given as part of the input, we
present randomized algorithms with competitive ratios almost logarithmic
in o and prove that these algorithms are optimal. For unit disk graphs (i.e.,
graphs of disks of the same radius), we present a randomized algorithm
with competitive ratio equal to 4.41 (which is less than the lower bound of
5 on the competitiveness of deterministic algorithms). We also prove lower
bounds of 2.5 and 3 on the competitiveness of randomized algorithms for
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unit disk graphs. For the coloring problem, we show how the best known
upper bound of O(min{logn,logc}) for o-bounded sequences of n disks can
be achieved even if the disk representation is not given as part of the input.

We conclude in Chapter 5 indicating possible directions for future re-
search on the problems we study.
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Chapter 2

Frequency Allocation in
Cellular Networks

In this chapter, we study the frequency allocation problem in cellular
networks. We address the on-line version of the problem.

Solutions to the on-line version of the frequency allocation problem imply
the design of on-line protocols for frequency allocation in cellular networks
so that signal interference is avoided under the assumption that the number
of calls in the cells of the network changes with time.

The static version of the frequency allocation problem including the sig-
nal interference constraints can be described as follows. Let G = (V, E,w)
be an interference graph where each vertex v € V is associated with a non-
negative integer weight, w(v) > 0. Graph G models a static instance of the
network, its vertices represent cells while the weights represent the number
of calls in each cell to be served. The problem is essentially the proper
multicoloring of graph G, i.e., the assignment of w(v) distinct frequencies to
each vertex v so that for each edge, (u,v) € E, the sets of colors assigned
to its endpoints v and v, are disjoint. We define as cost or span of the mul-
ticoloring the total number of the colors used. In particular, the objective
is the proper multicoloring of G with span equal to the minimum number
of colors required to color graph G, which is denoted by x(G). In the con-
text of the frequency allocation problem, a multicoloring as defined before,
reflects the necessary signal interference constraints: each color stands for
a different frequency and the same frequency can be used for two calls iff
these calls originate at different, mutually non-adjacent cells. Usually, there
is a correspondance beween the available set of colors and the set of non-
negative integers. For evaluating the computational complexity of the static
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version of the frequency allocation problem, we initially define as weight
of a maximal clique of G the sum of weights of all vertices of the clique.
Obviously, x(G) will be at least equal to the weight of the maximal clique
of the graph, and since G is a subgraph of the infinite triangular lattice, all
possible maximal cliques will be either isolated vertices or edges or triangles.

The problem of optimally multicoloring hexagon graphs has been proved
to be NP—hard [48]. Regarding upper bounds, there is a wide range of
frequency allocation algorithms in the literature according to which few
colors are actually needed but there are still no proven bounds on their
performance ([18], [40], [41], [53], [60]). The Fixed Allocation algorithm is
a very simple algorithm, based on the fact that the underlying graph can
be colored with 3 colors. The algorithm uses three predefined, mutually
disjoint, color sets, one for each base color and, a vertex of base color 1
uses colors from the first set, while a vertex of base color 2 or 3 uses colors
from the second or third set, respectively. The Fixed Allocation algorithm
is a 3-approximation algorithm. Janssen et al. in [37] present the Fixed
Preference Allocation algorithm which uses at most % times the minimum
number of colors required. %—approximation algorithms have been presented
in [48] and [49]. In the on-line version of the frequency allocation problem,
vertex weights vary (increase) over time. These changes are modelled as a
sequence of interference graphs, Gy = (V, E,w;) : t > 0, where w; is the set
of calls that must be served at time ¢. At each time ¢, an on-line algorithm
must decide how to color graph G; before proceeding with graph G;1q at
time ¢ + 1. The coloring must be carried out without any knowledge of the
graphs already appeared in the sequence.

There has been significant previous work on the on-line version of the
graph coloring problem (e.g., [57], [43], [35]), where vertices of the graph to
be colored appear gradually, one by one, in each time step, an the algorithm
must assign them a color.

The static version of the problem has been studied in [49] and [48],
while in [38] the on-line version of the problem is addressed. Janssen et al.
in [38] prove lower bounds using competitive analysis for the performance
evaluation of several frequency allocation algorithms. Among other results,
they prove that no on—line deterministic frequency allocation algorithm can
have a competitive ratio better than 2 while they mention the classic Fixed
Allocation algorithm which achieves a competitive ratio of 3.

In this chapter, we improve this competitive ratio presenting a tight com-
petitive analysis for the greedy frequency allocation algorithm (Section 2.2).
In particular, we prove that the competitive ratio of the greedy algorithm is
between 2.429 and 2.5. A recent better lower bound presented in [50] shows
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that our analysis is tight.

2.1 The greedy frequency allocation algorithm

The Fixed Allocation algorithm [38] uses the fact that three colors, called
base colors, suffice for multicoloring the interference graph of a cellular net-
work. The algorithm uses three fixed sets of colors, one for each base color.
A cell of base color 1 uses for its calls frequencies from the first color set
while a cell of base color 2 or 3 uses colors from the second or third color set,
respectively. It can be easily seen that the number of frequencies used by the
Fixed Allocation algorithm is at most three times the number of frequencies
that the optimal off-line algorithm would need.

An intuitive deterministic algorithm for the on—line frequency allocation
problem is the greedy algorithm described as follows. The algorithm consid-
ers the frequencies as positive integers 1,2, .... When a new call appears, it is
assigned the minimum available frequency so that the call does not interfere
(is not assigned the same frequency) with calls of the same or adjacent cells.
In this section we present an almost tight competitive analysis of the greedy
algorithm.

2.2 Analysis of the greedy algorithm

In this section, we present an upper bound for the competitiveness of
the greedy algorithm for the frequency allocation problem. In particular:

Theorem 1. The greedy frequency allocation algorithm is at most 2.5—
competitive against an off-line adversary when applied to a cellular network.

Proof. Let o be a sequence of calls in a cellular network and D be the max-
imum number of calls in any three mutually adjacent cells of the network.
Obviously, D is a lower bound on the number of frequencies required for an
optimal frequency allocation to o.

Consider the execution of the greedy algorithm on o, and let ¢y be the
cell that contains the call that was assigned the highest frequency ag. We
will prove that ag < 2.5D, proving that the greedy algorithm is at most
2.5—competitive against an off-line adversary.

We denote by xg the number of calls in cell ¢y. By the definition of the
greedy algorithm, since the frequency ag has been assigned to a call of cell
co, the frequencies 1,...,a9 — 1 must also have been assigned to calls of ¢
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and its surrounding cells. Note that the number of all these calls is at most
3D — 2xy. Thus, we obtain the following constraint for z.

D—

§ 3 aq
2

We call the six surrounding cells of c¢q, ¢, co, 3, ¢4, ¢5, cg, S0 that for the

corresponding highest frequency aq, as, as, a4, as, ag assigned to calls of
these cells, the following inequality holds:

Zo (2.1)

ap > ay > az > a3 > a4 > a5 > ag

We also denote by y;(j), for 0 < i # j < 6, the number of calls in
cell ¢; that have been assigned higher frequencies than a;. Obviously, it is
yi(j) < xj, for 0 < i # j <6.

Consider frequency a; assigned to some call of cell ¢;. It is a; = ag —
y1(0). Furthermore, ay is upper-bounded by the number of calls in ¢; and
its surrounding cells, ignoring the y;(0) calls of ¢y (which have been assigned
frequencies higher than a;). We obtain that

D—
< D=0 (2.2)
2
For the frequency as assigned to some call of ¢y, it is
az > ap — y2(0) — y2(1) (2.3)

We now distinguish between two main cases.

CASE I: The cell ¢, is adjacent to c;.

Figure 2.1: Case

In this case , ag is upper—bounded by the number of calls in ¢y and its
surrounding cells, ignoring the y5(0) calls of ¢y and the ys(1) calls of ¢
(which have been assigned frequencies higher than as). The number of calls
in co and its surrounding cells is at most 2D — x9 + g + x1. Using (3), we
obtain that

x9 < 2D 4 29+ x1 — ag (2.4)
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Note that the number of calls in ¢y and its surrounding cells, which is an
upper bound for ag, is at most 2D — xg + z1 + x2. Using (2) and (4), we
obtain that

ag < 2D —x9+ 1+ 29
< 4D+2x1—a0
< 7D—2a0:>

ag < E
-3

CASE II: The cell ¢; is not adjacent to cy.

Figure 2.2: Case 11

In this case, as is upper—bounded by the number of calls in ¢y and its
surrounding cells, ignoring the y2(0) calls of ¢y (which have been assigned
frequencies higher than ay). The number of calls in ¢o and its surrounding
cells is at most 3D — 2x5. Using (3), we obtain that

< 3D—ao+ ya(1)

To < 5 (2.5)
For the frequency ag assigned to some call of ¢3, it is
az = ag — y3(0) — y3(1) — y3(2) (2.6)

We now distinguish between the following three cases.

CASE I1.1: The cell c3 is adjacent to ¢; (and possibly to c2).

In this case, as is upper-bounded by the number of calls in ¢3 and its
surrounding cells, ignoring the y3(0) calls of ¢y and the y3(1) calls of ¢
(which have been assigned frequencies higher than az). The number of calls
in c3 and its surrounding cells is at most 2D — x3 + xo + x1. Using (6), we
obtain that

x3 < 2D+ xo 4+ z1 + y3(2) — ap (2.7)
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Figure 2.3: Case II.1

Note that the number of calls in ¢y and its surrounding cells, which is an
upper bound for ag, is at most 2D — xg + x1 + x3. Using (2), (5), (7), and
the fact that y3(2) < x9 and y2(1) < x1, we obtain that

ap < 2D —x9g+x1+ 73
< 4D + 21 + y3(2) — ag
< 4D +2x1 + 22 — ag
11D y2(1)  3ag
< — 42 _t - —
= 5 + 221 + 9 5
11D 5:171 3&0
< — 4 — —
- 2 2 2
37D 11&0
< = _
- 4 4
37D
< —.
W=

CASE II1.2: The cell c3 is adjacent to co (but not to ¢;).

Figure 2.4: Case 11.2

In this case, ag is upper—bounded by the number of calls in ¢3 and its
surrounding cells, ignoring the y3(0) calls of ¢y and the y3(2) calls of ¢y
(which have been assigned frequencies higher than a3). The number of calls
in c3 and its surrounding cells is at most 2D — x3 + g + x2. Using (6), we
obtain that

3 < 2D 4+ x9+ 22 + yg(l) — ap (2.8)
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Note that the number of calls in ¢y and its surrounding cells, which is an
upper bound for ag, is at most 2D — xg + z2 + z3. Using (2), (5), (8), and
the fact that y3(1) < x; and y(1) < x1, we obtain that

2D — xg+ x9 + x3
4D + 2x9 + y3(1) — ap
4D + x1 + 229 — ag
7D + x1 + y2(1) — 2a9
7D + 2x1 — 2ag

10D — 3ap =

5D

-

aop

IANIA A A TN TA

IA

ao

CASE I1.3: The cell c3 is not adjacent to ¢; and cs.

Figure 2.5: Case 11.3

In this case, ag is upper—bounded by the number of calls in c3 and its
surrounding cells, ignoring the y3(0) calls of ¢y (which have been assigned
frequencies higher than a3). The number of calls in c3 and its surrounding
cells is at most 3D — 2x3. Using (6), we obtain that

< 3D —ap +ys3(1) + y3(2)

T3 D) (2.9)
For the frequency a4 assigned to some call of ¢y, it is
as > ag — ya(0) — ya(1) — ya(2) — ya(3) (2.10)

Again, we distinguish between the following three subcases.

CASE I1.3.a: The cell ¢4 is adjacent to ¢; and cs.

In this case, a4 is upper—-bounded by the number of calls in ¢4 and its
surrounding cells, ignoring the y4(0) calls of ¢y, the y4(1) calls of ¢1, and the
y4(2) calls of ¢y (which have been assigned frequencies higher than a4). The
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Figure 2.6: Case 11.3.a

number of calls in ¢4 and its surrounding cells is at most 2D — x4 + xg + x1.
Using (10), we obtain that

T4 <2D 4 x9+ 21+ y4(3) — ap (2.11)

Note that the number of calls in cells ¢5 and ¢ which are adjacent to cg3 is
5,26 < D — xg — x3. Thus, the number of calls in ¢y and its surrounding
cells, which is an upper bound for ag, is at most 2D — xg — 3+ 21 + T2 + x4.
Using (2), (5), (9), (11), and the fact that y4(3) < z3 and y2(1) < 21, we
obtain that

ag < 2D —x9g—x3+ 21 +T2+ 24
< 4D —x3+ 221 + 22 +y4(3) — ao
11D y2(1)  3ag
< — 42 -
= 5 + 221 + 5 5
11D 5:171 3(10
< — - —
- 2 2 2
< 37D . 11&0
- 4 4
37D
a < —.
15

CASE I1.3.b: The cell ¢4 is adjacent to ¢; and c3.

Figure 2.7: Case 11.3.b

In this case, a4 is upper—bounded by the number of calls in ¢4 and its
surrounding cells, ignoring the y4(0) calls of ¢y, the y4(1) calls of ¢, and the
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y4(3) calls of ¢3 (which have been assigned frequencies higher than a4). The
number of calls in ¢4 and its surrounding cells is at most 2D — x4 + x¢ + x1.
Using (10), we obtain that

Ty < 2D + o+ x1 + y4(2) —aop (2.12)

Note that the number of calls in ¢y and its surrounding cells, which is an
upper bound for ay, is at most 2D — xo + x1 + z4. Using (2), (5), (9), (12),
and the fact that y4(2) < 25 and y2(1) < 21, we obtain that

apg < 2D —xp+ 11+ 24
< 4D + 221 +y4(2) — ao
< 4D +2x1 +x2 — ag
11D y2(1)  3ag
< — 42 e
< 5 + 21 + 9 5
11D 5:171 3(10
< 4y
- 2 2 2
37D 11&0
< = _
- 4 4
37D
< —.
“w = 5

CASE I1.3.c: The cell ¢4 is adjacent to co and cs3.

Figure 2.8: Case 11.3.c

In this case, a4 is upper—bounded by the number of calls in ¢4 and its
surrounding cells, ignoring the y4(0) calls of g, the y4(2) calls of co, and the
y4(3) calls of ¢3 (which have been assigned frequencies higher than a4). The
number of calls in ¢4 and its surrounding cells is at most 2D — x4 + zg + x2.
Using (10), we obtain that

x4 < 2D+ x9 4+ x2 + ya(1) —ap (2.13)

Note that the number of calls in ¢y and its surrounding cells, which is an
upper bound for ayg, is at most 2D — x¢ + z2 + z4. Using (2), (5), (9), (13),
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and the fact that y4(1) < 27 and y2(1) < x1, we obtain that

2D —xg+ 1o+ 24
4D + 2x9 + y4(1) — ayp
4D + z1 + 222 — ag
7D + x1 + y2(1) — 2a9
7D + 2331 — 2&0

10D — 3ap =

5D

-

ao

(AN VAN VAN VANRN VAR VAN

IN

aop

In any case, it is ag < 2.5D. The theorem follows. ]

2.3 A lower bound for the competitiveness of the
greedy algorithm

We now give a lower bound on the performance of the greedy algorithm.
In particular:

Theorem 2. The greedy algorithm is at least 2.429—competitive against an
off-line adversary when applied to a cellular network.

Proof. Consider the cellular network and the sequence of calls ¢’ shown in
the left part of Figure 2.9. Calls that appear in step 1 are assigned frequency
1. At any subsequent step 2 < i < 17, the greedy algorithm will assign to
all the calls that appear in step ¢ the frequency i, since the frequencies
1,2,...,9 — 1 are already used by calls in the same or adjacent cells.

In this counterexample, the greedy algorithm uses 17 frequencies while
an optimal frequency allocation to o’ with 7 frequencies is depicted in the
right part of Figure 2.9. Thus, the competitive ratio of the greedy algorithm
N Calo) _ Calo) _ 17

— max = — = 2.429.
P Copr(o) = Copr(d’) 7

O

In a recent paper [50] Narayanan and Tang presented a better lower
bound of 2.5 for the competitiveness of the greedy algorithm, ahich implies
that our analysis given in section 2.2 is tight.
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Figure 2.9: The lower bound on the performance of the greedy algorithm.
In the left part integers correspond to the step in which a call appears. An
optimal allocation of frequencies is depicted in the right part.
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Chapter 3

Call Control in Wireless
Networks

In this chapter, we study the call control (or call admission) problem
which is defined as follows:

Given users that wish to communicate, the call control problem
on a network that supports a spectrum of w available frequencies
is to assign frequencies to users so that signal interference is
avoided and the number of users served is maximized.

We assume that calls corresponding to users that wish to communicate
appear in the cells of the network in an on-line manner. When a call ar-
rives, a call-control algorithm decides either to accept the call (assigning a
frequency to it), or to reject it. Once a call is accepted, it cannot be re-
jected (preempted). Furthermore, the frequency assigned to the call cannot
be changed in the future. We assume that all calls have infinite duration;
this assumption is equivalent to considering calls of the same duration.

The static version of the call control problem is very similar to the famous
maximum independent set problem. The on-line version of the problem is
studied in [1, 3, 8, 12, 42, 52]. [1], [3], and [42] study the call control prob-
lem in the context of optical networks. Pantziou et al. [52] present upper
bounds for planar and arbitrary mobile networks. Applying the CLASSIFY
AND RANDOMLY SELECT paradigm [3, 52] on cellular networks, we obtain a
3—competitive randomized call control algorithm. Usually, competitive anal-
ysis of call control focuses on networks supporting one frequency. Awerbuch
et al. [1] present a simple way to transform algorithms designed for one fre-
quency to algorithms for arbitrarily many frequencies with a small sacrifice
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in competitiveness. Lower bounds for call control in arbitrary networks are
presented in [8].

The greedy algorithm is probably the simplest on-line algorithm. When
a call arrives, the greedy algorithm seeks for the first available frequency.
If such a frequency exists, the algorithm accepts the call assigning this fre-
quency to it, otherwise, the call is rejected. In general, Pantziou et al. [52]
show that this algorithm has competitive ratio equal to the degree of the
interference graph and no better in general. The greedy algorithm is optimal
within the class of deterministic on-line call control algorithms.

Simple randomized algorithms can be defined using the “classify and
randomly select” paradigm [2, 3, 52]. Such algorithms use a coloring of
the underlying interference graph, randomly select a color out of the colors
used, and execute the greedy algorithm in the cells colored with the selected
color, ignoring (i.e., rejecting) calls in all other cells. The competitive ratio
achieved in this way, against oblivious adversaries, is equal to the number
of colors used in the coloring of the interference graph.

A detailed description of the greedy call control algorithm as well as of
the ““classify and randomly select”” paradigm can be found on Section 3.1.

In cellular networks of reuse distance 2, the greedy algorithm is 3-
competitive against off-line adversaries, in the case of one frequency. Slightly
worse competitiveness bounds can be proved in the case of arbitrarily many
frequencies using the techniques of [2, 21, 59]. In [15], using similar ar-
guments with those of [52], it was observed that no deterministic on-line
call control algorithm in cellular networks of reuse distance 2 can be better
than 3-competitive against off-line adversaries. Applying the “classify and
randomly select” paradigm using a 3-coloring of the interference graph, we
obtain a 3-competitive randomized algorithm even in the case of arbitrarily
many frequencies. Observe that this algorithm uses a very weak random
source which equiprobably selects one out of three distinct objects.

describe algorithm p—RANDOM, an intuitive on—line randomized call con-
trol algorithm for networks that support one frequency. They present upper
and lower bounds on the competitive ratio of the algorithm as functions of
parameter p and, by optimizing these functions, they prove that, for some
value of p, the competitive ratio of algorithm p-RANDOM against oblivious
adversaries is between 2.469 an 2.651. The analysis of algorithm p-RANDOM
in [15] applies only to cellular networks with one frequency but it indicates
that randomization helps to beat the deterministic upper bounds. However,
the number of random bits used by the algorithm may be proportional to
the size of the network. The best known lower bound on the competitive
ratio of any randomized call control algorithm in cellular networks of reuse

24



distance 2 is 1.857 [15].

For the on-line version of the call control problem, we describe

algorithm p~RANDOM (Section 3.2), an intuitive on-line randomized call
control algorithm for networks that support one frequency [12]. We present
upper and lower bounds on the competitive ratio of the algorithm as func-
tions of parameter p against oblivious adversaries and, by optimizing these
functions, we prove that, for some value of p, the competitive ratio of al-
gorithm p-RANDOM against oblivious adversaries is at most 2.651. In this
way, we beat the deterministic lower bound of 3, which is the minimum com-
petitive ratio that can be achieved by deterministic algorithms in wireless
cellular networks.

These results [12, 13] hold only for networks that support one frequency
but explicitly show that randomness helps in the improvement of upper
bounds for deterministic algorithms.

In Section 3.3, we give new analytical bounds on the competitiveness
of algorithm p—RANDOM in sparse wireless cellular networks, i.e., wireless
cellular networks in which cells may have irregular shape but the network
degree is small. We consider networks of degree three and four; for net-
works of degree three, we prove that for a specific value of p, algorithm
p—RANDOM is 9/4—competitive for networks supporting one frequency and
2.787—competitive for networks supporting many frequencies. We also out-
line the proof for networks of degree 4; for these networks we can achieve
competitive ratios of 2.651 and 3.182 for networks supporting one and many
frequencies, respectively. Surprisingly, this matches the best known result
for ideal wireless cellular networks presented in [13].

Next, we study the on-line version of the call control in cellular networks
of reuse distance k > 2. The greedy algorithm has competitive ratio 4 and
5 in cellular networks of reuse distance k € {3,4,5} and k > 6, respectively,
which support one frequency. This is due to the fact that the acceptance
of a non-optimal call may cause the rejection of at most 4 and 5 optimal
calls, respectively. These competitive ratios are the best possible that can
be achieved by deterministic algorithms. Using the techniques of [2, 21,
59|, it can be shown that, in the case of arbitrarily many frequencies, the
greedy algorithm has competitive ratio at most 4.521 and at most 5.517 in
cellular networks of reuse distance k € {3,4,5} and k > 6, respectively.
Furthermore, applying the “classify and randomly select” paradigm using
an efficient coloring of the interference graph of cellular networks of distance
reuse k > 2 would give randomized on-line algorithms with competitive ratio
Q(k?). Even in the case of k = 3, the competitive ratio we obtain in this
way is 7.
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In this PhD Thesis, we improve previous results on the competitiveness
of on-line call control algorithms in cellular networks (Section 3.6). We
present algorithms based on the “classify and randomly select” paradigm
which use new colorings of the interference graph. These algorithms use
a small number of random bits, and have small competitive ratios against
oblivious adversaries even in the case of arbitrarily many frequencies. In
particular, in cellular networks of reuse distance 2, we significantly improve
the best known competitiveness bounds achieved by algorithm p-RANDOM
by presenting a series of simple randomized algorithms that have smaller
competitive ratios, work on networks with arbitrarily many frequencies, and
use only a constant number of random bits or a comparable weak random
source. The best competitiveness upper bound we obtain is 7/3. In cellular
networks of reuse distance k > 2, we present (Section 3.7) simple randomized
on-line call control algorithms with competitive ratios which significantly
beat the lower bounds on the competitiveness of deterministic algorithms
and use only O(log k) random bits. For any k& > 2, the competitive ratio we
achieve is strictly smaller than 4.

No deterministic on-line call control algorithm can achieve a competitive
ratio better than 3 against off-line adversaries in cellular networks of reuse
distance 2, supporting one frequency. In Section 3.8, we extend this lower
bound to cellular networks of reuse distance k € {3,4,5} and k& > 6 that
support one frequency and prove lower bounds of 4 and 5, respectively. For
randomized algorithms in cellular networks of reuse distance k > 5 and
k = 12, we prove corresponding lower bounds on their competitiveness of
25/12 and 127/60, respectively, against oblivious adversaries. We consider
networks that support one frequency; these bounds can be trivially extended
to networks that support arbitrarily many frequencies.

3.1 Description of known algorithms

In this section, we briefly describe two well-known on-line algorithms
for call control in wireless cellular networks: the greedy algorithm and the
CLASSIFY AND RANDOMLY SELECT paradigm. Furthermore, we present a
simple way for transforming call control algorithms designed for networks
with one frequency to call control algorithms for networks with arbitrarily
many frequencies, with a small sacrifice in competitiveness. Also, we present
a lower bound on the competitiveness of deterministic on-line call control
algorithms.

Assume that a sequence of calls o appears in a network that support
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w frequencies 1,2, ...,w. The greedy algorithm is an intuitive deterministic
algorithm. For any new call ¢ at a cell v, the greedy algorithm searches for
the minimum available frequency, i.e., for the minimum frequency among
frequencies 1,2,...,w that has not been assigned to calls in cell v or its
adjacent cells. If such a frequency exists, the call ¢ is accepted and is assigned
this frequency; otherwise, the call is rejected.

Pantziou et al. [52] have proved that this algorithm is at most (A + 1)
competitive against off-line adversaries for networks supporting many fre-
quency (and A—competitive for networks supporting one frequency), where
A is the degree of the network. We extend their technique and prove the
following theorem.

Theorem 3. Let G = (V,E) be an interference graph, v a verter of G,
and I'y the mazimum independent set in the neighborhood of v. The greedy
algorithm is ——+ —competitive against an off-line adversary, where

1
l—e 7
= T,

7 = max ||

Proof. Let By be the set of calls accepted by the greedy algorithm and
Bopr the set of calls accepted by the optimal algorithm.

The number of calls rejected by A because of the calls in Bo\Bopr is
at most v|Ba\Bopr. Indeed, the best the optimal algorithm could do is to
reject a call r; € By\Bopr in a cell ¢; accepted by the greedy algorithm,
and accept at most v calls that appear in cells adjacent to ¢;.

Since the network supports only one frequency, no call in Bopr N Ba
can cause the rejection of any other call in Bopr, because the calls in Bopr
appear in distinct not adjacent cells. Thus,

|Bopr\Bal| < v|Ba\Borr| =

|Bopr\Bal| + |Bopr N Ba| < v|Ba\Bopr| + |Bopr N Ba| =
|Bopr| < v|Bal.

The lemma follows.
O

Awerbuch et al. in [1] present a simple way for transforming call control
algorithms designed for networks with one frequency to call control algo-
rithms for networks with arbitrarily many frequencies, with a small sacrifice
in competitiveness. Consider a wireless cellular network and a (determinis-
tic or randomized) on-line call control algorithm ALG-1 for one frequency.
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A call control algorithm ALG for w frequencies can be constructed in the
following way. For each call ¢, we execute the algorithm ALG-1 for each
of the w frequencies until either ¢ is accepted or the frequency spectrum is
exhausted (and the call ¢ is rejected), i.e.,

1.for any new call ¢

2 fori=1tow

3 run ALG-1(c) for frequency ¢
4 if ¢ was accepted then

9. assign frequency i to c
6 stop

7 reject c.

Awerbuch et al. in [1] prove that if ALG-1 is p—competitive, then ALG

has competitive ratio
1

T—oxp(—1/p)°
In this way, we can prove that the greedy algorithm in networks that support
arbitrarily many frequencies achieves competitive ratio equal to
1
1= exp(—1/7)
using the fact that the greedy algorithm for one frequency is y—competitive.

For cellular networks, where the interference graph is a hexagon graph,
it is v = 3, and theorem 3 yields the following corollary.

<A+1,

Corollary 4. The greedy algorithm is 3.53—competitive against an off-line
adversary when applied to cellular networks.

The CLASSIFY AND RANDOMLY SELECT paradigm uses a coloring of the
cells of the network (coloring of the interference graph) with positive integer
(colors) 1,2,... in such way that adjacent cells are assigned different colors.
The randomized algorithm classifies the calls of the sequence into a number
of classes; class i contains calls appeared in cells colored with color 7. It
then selects uniformly at random one of the classes, and considers only calls
that belong to the selected class, rejecting all other calls. Once a call of the
selected class appears, the greedy algorithm is used.

Using simple arguments, Awerbuch et al. in [3] (see also Pantziou et
al. [52]) prove that the CLASSIFY AND RANDOMLY SELECT algorithm is x—
competitive against oblivious adversaries, where x is the number of colors
used in the coloring of the cells of the network. This may lead to algorithms
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with competitive ratio equal to the chromatic number (and no better, in gen-
eral) of the corresponding interference graph, given that an optimal coloring
(i.e., with the minimum number of colors) is available. Note that, in wireless
cellular networks of degree A, the chromatic number of the corresponding
interference graph may be up to A + 1.

Theorem 5 ([1, 52]). Algorithm Acgrs is 3-competitive against oblivious
adversaries.

note that ~ is a lower bound for the competitive ratio of every deter-
ministic algorithm. Consider a network that supports one frequency and is
composed of a cell v and v mutually non-adjacent cells vy, vz, -+ ,v, which
are adjacent to v. Consider, now, the following sequence of calls produced
by an adversary that has knowledge of the way that the algorithm makes
its decisions. First, a call ¢ is presented in cell v. If the algorithm rejects
¢, then the adversary stops the sequence. In this case, the algorithm has no
benefit from its execution. If the algorithm accepts the call ¢, the adversary
presents 7y calls c1, ca, ..., ¢y in cells vq, vg, ..., vy, respectively. The benefit
of the algorithm is then 1 while the optimal algorithm would obtain benefit
7 by rejecting call ¢ and accepting the calls ¢, ..., c.

For cellular networks, the following theorem holds:

Theorem 6. No deterministic algorithm can be better than 3-competitive
against an off-line adversary.

Obvisouly, the best the algorithm A can do is to accept all calls presented
in cells which are non-adjacent to cells where a previously accepted calls are
located. But this is exactly what the greedy algorithm does for networks
that support one frequency.

Recent work of Trevisan [55] on the maximum independent set prob-
lem on bounded—degree graphs implies that, in general, the static version of
the call control problem on networks of degree A is inapproximable within
@) (A / 20(\/@)>. This means that practical (i.e., algorithms which make

their decisions in polynomial time) on-line randomized algorithms with com-
petitive ratio asymptotically better than O(A!~=¢) for some € > 0 are infea-
sible.

3.2 Algorithm p—RANDOM

In this section, we present and analyze the algorithm p—RANDOM, a
randomized call control algorithm for cellular networks that support one
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frequency. Algorithm p—RANDOM receives as input a sequence of calls in an
on-line manner, and works as follows.

1.Initially, all cells are unmarked.
2.for any new call ¢ in a cell v

3. if v is marked then reject c.

4. if v has an accepted call or is adjacent to a cell
with an accepted call, then reject ¢

5. else

6. with probability p accept c.

7. with probability 1 — p reject ¢ and mark v.

The algorithm uses a parameter p € [1/A, 1], where A is the degree of
the network. Obviously, if it is p < 1/A, the competitive ratio will be greater
than A, since the expected benefit of the algorithm on a sequence of a single
call will be p. The algorithm is simple and can be easily implemented with
small communication overhead (exchange of messages) between the base
stations of the network.

Marking cells on rejection guarantees that algorithm p—RANDOM does not
simulate the greedy deterministic one. Assume otherwise, that marking is
not used. Then, consider an adversary that presents ¢ calls in a cell v and one
call in A (mutually not adjacent) cells adjacent to v. The probability that
the randomized algorithm does not accept a call in cell v drops exponentially
as t increases, and the benefit approaches 1, while the optimal benefit is A.

Note that algorithm p—~RANDOM may accept at most one call in each cell
but this is also the case for any algorithm running in networks that support
one frequency (including the optimal one). Thus, for the competitive anal-
ysis of algorithm p—RANDOM, we will only consider sequences of calls with
at most one call per cell. Also, there is no need for taking into account the
procedure of marking cells during the analysis.

We now prove the upper bound on the competitive ratio of algorithm
p—RANDOM as a function of p. Our main statement is the following.

Theorem 7. For p € [1/3,1], algorithm p—-RANDOM has competitive ratio

at most
3

5p — Tp? + 3p?

against oblivious adversaries.

Proof. Let o be a sequence of calls. We assume that ¢ has been fixed in
advance and will be revealed to the algorithm in an on—line manner. We
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make this assumption because we are interested in the competitiveness of
the algorithm against oblivious adversaries whose knowledge is limited to
the probability distribution of the random choices of the algorithm (i.e., the
parameter p).

Consider the execution of algorithm p—RANDOM on ¢. For any call ¢ € o,
we denote by X (¢) the random variable that indicates whether the algorithm
accepted c. Clearly, the benefit of algorithm p—RANDOM on o can be ex-
pressed as

B(o) =Y X(c).
ceo
Let A(o) be the set of calls in o accepted by the optimal algorithm. For
each call ¢ € A(c), we define the amortized benefit b(c) as

o =X+ ¥ 5,

c€v(c)

where (c) denotes the set of calls of the sequence in cells adjacent to c.
For each call ¢ ¢ A(c), d(¢) is the number of calls in A(o) that are in cells
adjacent to the cell of ¢. By the two equalities above, it is clear that

Blo)= > b(c).
c€A(o)

Furthermore, note that for any call ¢ € A(o), d(¢) < 3. We obtain that

b(e) > X (c) + —ZC'E“; X

and, by linearity of expectation,

EB)] > Y <5 [X(c)—l—M]) (3.1)
)

ceA(o

Let 7/(c) be the set of calls in cells adjacent to the cell of ¢ which appear
prior to ¢ in the sequence o. Clearly, 7'(¢) C v(c¢), which implies that

dYX() = > X().
c'ev(c) c'ey'(c)

Thus, (3.14) yields



In what follows we will try to b(?und from below the expectation of the
random variable X (c¢) + M, for each call c € A(o).

We concentrate on a call ¢ € A(g). Let Q = 27(©) be the set which
contains all possible subsets of 7/(¢). We define the effective neighborhood of
¢, denoted by T'(c), to be the subset of 7/(¢) that contains the calls of ~'(c)
which, when they appear, they are unconstrained by calls of o at distance 2
from c. Clearly, I'(c) is a random variable taking its values from the sample
space €). Intuitively, whether an optimal call ¢ is accepted by the algorithm
depends on its effective neighborhood I'(c). We have

£ [X(c) + M] _
ey X(
Ye [X(e) e ,Y] Pr(e) =] >
YEQ
. Zc’E'y X(C/) . .
min {5 X(c)+ fﬁ‘(c) = 7] } =

(3.3)

yEQN 3

ED e, X()T(c) =
nm{qmmm@=ﬂ+[zw”()|m ﬂ}

To compute E[X (c)|T'(c) = 7], we observe that algorithm p—-RANDOM
may accept ¢ only if it has rejected all calls in its effective neighborhood
v. The probability that all calls of v are rejected given that I'(c) = ~ is
(1 —p)M!, and then c is accepted with probability p. Thus,

EX ()T () =] = p(1 - p)". (3-4)

We now bound from below E[}°.., X(¢)|I'(c) = ] by distinguishing
between cases according to the size of the effective neighborhood |7|.

Claim 8. For all p € [1/3,1],

0 if v[=0

p if =1

2p — p? if v =2

ENY X)) =v| =3 3p—2p° if v[=3
ey dp —3p? +p® if |y =4
5p—4p® +p* if [y =5

6p —5p* +p° if 7| =6
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b 8

Figure 3.1: The cases |y| =0,1,2.

H R B Fp R

Figure 3.2: The case |y| = 3.

Proof. In Figures 3.1, 3.2, 3.3, 3.4, and 3.5 we give all possible cases for the
effective neighborhood of an optimal call ¢ in a sequence of calls 0. In each
figure the optimal call is denoted by the black circle in the middle cell while
black circles in the outer cells denote calls in the effective neighborhood ~
of c. An arrow from a call ¢; to another call co indicates that ¢; appears in
o prior to ¢o. In the figures, we have eliminated the symmetric cases.

The proof is trivial for the cases |y| = 0 and |y| = 1 (the two leftmost
cases in Figure 3.1). In the third case of Figure 3.1 (where |y| = 2), we
observe that the algorithm accepts the first call in v with probability p and
the second one with probability p(1 — p). In total, the expectation of the
number of accepted calls in v is 2p — p?. In the rightmost case of Figure 3.1,
the expectation of the number of accepted calls in v is 2p < 2p — p?.

BB PP
BB BB

Figure 3.3: The case || = 4.
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BB BBH
BB BBHR

Figure 3.4: The case |y| = 5.

HHHE
HHBE

Figure 3.5: The case |y| = 6.

Similarly, we can compute the desired lower bounds on €[> ¢, X(¢')|T'(c) =
~] for the cases |y| = 3,4,5,6. O

By making calculations with (3.16), (3.17), and Claim 8, we obtain that

£ [X(C)JFM] >
EN . X ()T (c) =
%S{E[X(C)‘P(C):,YH ey (3)\ (c) v]}z
e € [Soe, XN =]\
emin [X(0)[T(c) =7] + 3 >
p(l_p)2+2p—p2 _ Sp—Tp? +3p°

3 3
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Now, using (3.15) we obtain that

EB(o) = .
ceA(o)
5p — Tp* + 3p?
_ % - Bopr(o)
This completes the proof of Theorem 7. O

The expression in Theorem 7 is minimized to 729/265 = 2.651 for p =
5/9. Thus, we obtain the following result.

Corollary 9. There exists an on—line randomized call control algorithm
for cellular networks with one frequency which is at most 2.651—competitive
against oblivious adversaries.

In the following, we show that our analysis is not far from being tight.
In particular, we prove the following.

Theorem 10. The competitive ratio of algorithm p—RANDOM against obliv-
ious adversaries is at least

3 3
max ) .
{4p—3p2 5p — Tp? + 4p? —p4}
Proof. We will prove the lower bound by constructing two sequences oy and
o9 of calls for which the competitive ratio of algorithm p—RANDOM is ﬁg

and m, respectively.

Sequence o7 is depicted in the left part of Figure 3.6. In round 1, a
call appears at some cell ¢, and in round 2 one call appears in each one
of the three mutually adjacent cells in the neighborhood of ¢. Clearly, the
benefit of the optimal algorithm is 3. To compute the expectation of the
benefit of algorithm p—RANDOM, we observe that with probability p, the
call presented in round 1 is accepted, and with probability 1 — p, the call
presented in round 1 is rejected and each of the three calls presented in
round 2 is accepted with probability p. Thus, the expectation of the benefit
of the algorithm on sequence o1 is p + (1 — p)3p = 4p — 3p?.

Sequence o9 is depicted in the right part of Figure 3.6. Calls appear
in four rounds. The labels on the calls denote the round in which the
calls appear. Clearly, the benefit of the optimal algorithm is 18 since the
optimal algorithm would accept the calls which appear in rounds 3 and 4. To
compute the expectation of the benefit of algorithm p—RANDOM on sequence
o9, we first compute the probability that each call is accepted.
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Figure 3.6: The lower bound on the performance of algorithm p—RANDOM.

e A call which appears in round 1 is accepted with probability p.

e A call which appears in round 2 can be accepted if its adjacent call
which appeared in round 1 has been rejected; thus, the probability
that a call which appears in round 2 is accepted is p(1 — p).

e A call which appears in round 3 can be accepted if its adjacent calls
which appeared in rounds 1 and 2 have been rejected; thus, the prob-
ability that a call which appears in round 3 is accepted is p(1 — p)2.

e A call which appears in round 4 can be accepted if its adjacent calls
which appeared in rounds 1 and 2 have been rejected. The probability
that a call which appears in round 1 is rejected is 1 — p while the
probability that a call which appears in round 2 is rejected is 1 —p —
(1 —p)2. Thus, the probability that a call which appears in round 4 is
accepted is p(1 — p) (1 —p—(1- p)z).

Note that the number of calls that appear in rounds 1, 2, 3, and 4 is 6, 6,
12, and 6, respectively. Thus, we obtain that the expectation of the benefit
of the algorithm is

6p-+6p(1—p)+12p(1—p)>+6p(1—p) (1 —p— (1 — p)*) = 5p—Tp*+4p” —p".
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This completes the proof of the theorem. O

The expression in Theorem 10 is minimized for p ~ 0.6145 to 2.469.
Thus, we obtain the following corollary.

Corollary 11. For anyp € (1/3,1), algorithm p—-RANDOM is at least 2.469—
competitive against oblivious adversaries.

Let p* € (1/3,1) be that value such that algorithm p*~RANDOM has
better competitive ratio than any algorithm p-RANDOM, for p € [1/3,1].
By Theorem 10 and Corollary 9, solving the inequality

max 3 3 < @
4p — 3p?’ 5p — Tp? 4 4p® —p* | 275
we obtain the following.

Corollary 12. p* € [0.421,0.843].

Discussion

We have computed upper and lower bounds on the competitiveness of
algorithm p—RANDOM in cellular networks that support one frequency as a
function of p. A graphical representation of both functions is depicted in
Figure 3.7. Note that there is still a small gap between the upper and the
lower bound which is up to 0.25 for some values of p.

So far, we have addressed the case of networks supporting one frequency.
A call control algorithm for w frequencies can be constructed in the following
way. For each call ¢, we execute the algorithm p—RANDOM for each of the w
frequencies until either c is accepted or the frequency spectrum is exhausted
(and the call ¢ is rejected). Using this technique (which is analyzed by
Awerbuch et al. in [1]), we obtain a call control algorithm for networks with
w frequencies with competitive ratio

1

- (1-5)

where p(p) is the competitive ratio of algorithm p—RANDOM in networks
supporting one frequency. The competitive ratio we achieve in this way for
two frequencies is 2.927. Unfortunately, for larger numbers of frequencies,
the competitive ratio we obtain using the same technique is larger than 3.
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Figure 3.7: A graphical representation of the the upper and the lower bound
on the competitiveness of algorithm p—RANDOM for p € [1/3,1].

3.3 Analysis of algorithm p-RANDOM in sparse net-
works

In this section we provide the analysis of the competitiveness of algorithm
p—RANDOM. We first present the analysis which is not network specific.
Then, using our analysis, we prove the upper bound on the competitive
ratio of the algorithm for networks of degree three (in Section 3.3.1) and,
we outline the proof of the upper bound for networks of degree four (in
Section 3.3.2).

Let o be a sequence of calls. We assume that ¢ has been fixed in advance
and will be revealed to the algorithm in an on—line manner. We make this
assumption because we are interested in the competitiveness of the algorithm
against oblivious adversaries whose knowledge is limited to the probability
distribution of the random choices of the algorithm (i.e., the parameter p).

Consider the execution of algorithm p—-RANDOM (for some p € [0,1]) on
o. For any call ¢ € o, we denote by X (c) the random variable that indicates
whether the algorithm accepted c, i.e.,

| 0 if cis rejected
X(e) = { 1 if ¢ is accepted
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Obviously,

:ZX(C)

ceo

Let A(o) be the set of calls in o accepted by the optimal algorithm. For
each call ¢ € A(0), we define the amortized benefit b(c) as

be)=X(c)+ > ==

where y(c) denotes the set of calls of the sequence in cells adjacent to c.
For each call ¢ € A(c), d(¢) is the number of calls in A(o) that are in cells
adjacent to the cell of ¢’. By the two equalities above, it is clear that

= > e

c€A(o)
Thus, by linearity of expectation,
E[B(o) = Y ( Ly 2 d ) (3.5)
ceA(o) cevy(e)

Let +/(c) be the set of calls in cells adjacent to the cell of ¢ which appear
prior to ¢ in the sequence o. Clearly, v'(¢) C v(c¢), which implies that

Zd Zd

cev(c)

Thus, (1) yields

EB@) = Y ( p> d
ceA(o) dey(c)
> |A(J)|cga) E|X()+ > 5((5)) (3.6)
ey (c)

In what follows we will try to bound from below the expectation of the
random variable



for each call c € A(0).

We concentrate on a call ¢ € A(c). Let Q = 27(9) be the set which
contains all possible subsets of 7/(c). We define the effective neighborhood of
¢, denoted by T'(c), to be the subset of 7/(¢) that contains the calls of ~'(c)
which, when they appear, they are unconstrained by calls of o at distance 2
from c. Clearly, I'(c) is a random variable taking its values from the sample
space €). Intuitively, whether an optimal call ¢ is accepted by the algorithm
depends on its effective neighborhood I'(c). We have

EY(e) = Y ¢ +Z d =7| - Pr[l'(c) =]

YEQ c'ey

v

min
YEQ

+Zd

{ cery
- 328{5 A+ € Zd =~| b (37
)T

To compute E[X (¢ = ], we observe that algorithm p—RANDOM
may accept ¢ only if it has reJected all calls of in its effective neighborhood
v. The probability that all calls of v are rejected given that I'(c) = ~ is
(1 — p)M!, while then c¢ is accepted with probability p. Thus,

E[X(c)|T(c) =~] = p(1 —p)1. (3.8)

Bounding from below & [Z ey
Sections 3.3.1 and 3.3.2, we consider two cases of sparse networks, i.e., net-
works of degree three and four.

Now, once we have computed a lower bound for £[Y (c)] for each call
c € A(o), by (2) and the definition of the competitive ratio, we can compute
an upper bound on the competitive ratio p(p) of algorithm p—-RANDOM as

%c,,))ﬁ‘(c) = 7] is more complicated. In

plp) < ( min 5[Y<c>])_1 (3.9)

ceA(o)

3.3.1 Analysis of algorithm p-RANDOM in networks of maxi-
mum degree 3

Assume that the calls of the sequence o appear in the cells of a network
of degree three. Then, for each call ¢ accepted by the optimal algorithm,
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we consider all possible configurations of the effective neighborhood of ¢. A
configuration is depicted in Figure 3.8. The call c is the call accepted by the
optimal algorithm. This call is adjacent to calls ¢, ¢, ¢3. Arrows represent
time; for example, the arrow from c¢; to ¢ means that ¢; appeared prior to
c. Note that a valid configuration has no directed cycle in the neighborhood
of ¢ and arrows between ¢ and its adjacent calls are destined for c.

Figure 3.8: A configuration of the effective neighborhood of an optimal call
c.

The sequence o depicted in Figure 3.8 also contains the subsequences
o1 and o9. The particular configuration for ¢ will not be considered in our
analysis for the following reason. Assume that the optimal algorithm accepts
the set of calls A(c) = {c} U A(01) U A(02), where A(o1) and A(o2) denote
the subsets of A(o) which consist of calls in o7 and o9, respectively. Note
that A’(0) = {c3} U A(01) U A(o2) contains no mutually adjacent calls and,
furthermore, has size equal to the size of A(¢). Thus, we may assume that
A'(o) is the set of optimal calls and consider a much simpler configuration
for ¢3. So, we obtain another constraint for the configurations we have to
consider in our analysis: the optimal call has at most one common neighbor
with any of its adjacent calls. In a network with degree three, the six
configurations we have to consider are depicted in Figure 3.9. Symmetric
cases have been omitted.

We denote by B; the expectation of Y'(c) given that the effective neigh-
borhood of ¢ has the configuration ~;, for ¢ = 0,1, ..., 5.

Clearly, by (3.4), we have that

=

By(c) = (3.10)

For configuration 77, we have that d(c;) < 3, since the network has

maximum degree three. Clearly, £ |> ., f ((CC/')) IT(c) = ,Yl] > p/3 and, using
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®) 2w . 5) 2

Figure 3.9: The six configurations we have to consider in our analysis. (i)
corresponds to configuration ~;.

(3.4), we obtain that

Bi(e) = p(1—p)+p/3
= dp/3—p’ (3.11)
For configuration 72, we again have that d(c;) < 3 and d(c2) < 3 and
& [Zc,@ %]F(c) = ’yg] > 2p/3. Using (3.4), we obtain that

By(c) = p(1—p)*+2p/3
= 5p/3—2p° +p° (3.12)
For configuration -3, we again have that d(cq) < 3, d(c2) < 3, d(c3) < 3 and

& [Zc,@ %]F(c) = ’yg] > p. Using (3.4), we obtain that

Bi(c) = p(l—p)’+p
= 2p—3p° +3p° —p* (3.13)
For configuration -4, we have that d(c;) < 2 and d(c2) < 2, since the
network has maximum degree three. To compute £ |} ., %({))\F(c) =Y

observe that cq is accepted with probability p while co is accepted with
probability p if ¢; was previously rejected, i.e., the probability that cy is
accepted is p(1 — p). Thus,

£ CIEE;?((;/))W(C)ZM > p/2+p(l—p)/2

= p—p*/2
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Using (3.4), we obtain that

By(e) > p(1-p)*+p—p/2
= 2p—5p%/2+p° (3.14)

For configuration 75, we have that d(c1) < 2, d(c2) < 2 and d(c3) < 3, since
the network has maximum degree three. Using the same reasoning as above,
we have

™
g
Ja
>
T
&
vV

p/2+p(1—p)/2+p/3

= dp/3-p*/2
Using (3.4), we obtain that

By(c) > p(1—p)®+4p/3—p*/2
= Tp/3—"p?/2+ 3p® —p? (3.15)

Now, the expectation of Y'(¢) can be expressed as

ElY (o)] > miin Bi(c) (3.16)

By making simple calculations with (3.7)—(3.11), we may verify that (since
p€[0,1])
Bi(c) < min{Bs(c), Bs(c), B4(c), Bs(c)}.

For p > 1/3 (which contains the range of p in which we are interested for
improving known results), (3.6) and (3.7) also yield Bi(c) < By(c). Thus,
for p € [1/3,1], By(c) is a lower bound for £[Y (¢)] for each call ¢ € A(0)
which only depends on p. Using (3.5), we obtain that for p € [1/3,1], the
competitive ratio of algorithm p—RANDOM is

3
< —
p(p) < 32
The right side of the above inequality is minimized for p = 2/3 to 9/4.
We have obtained the following theorem.

Theorem 13. There exists a 9/4—competitive randomized on-line call con-
trol algorithm for sparse wireless cellular networks of degree three that sup-
port one frequency.
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Using the technique of Awerbuch et al., we can transform this algorithm
to work with many frequencies. We obtain the following corollary.

Corollary 14. There exists a 2.787—-competitive randomized on-line call
control algorithm for sparse wireless cellular networks of degree three that
support many frequencies.

3.3.2 Analysis of algorithm p-RANDOM in networks of maxi-
mum degree 4

In this section we outline the proof for the competitiveness of algorithm
p—~RANDOM on networks of degree four. Assume that the calls of the se-
quence o appear in the cells of a network of degree four. Again, for each call
c accepted by the optimal algorithm, we consider all possible configurations
of the effective neighborhood of ¢. These configuration are constructed as
in the previous section and now have the following constraints:

— At most four calls appear prior to c.

— There is no directed cycle in the neighborhood of ¢ and arrows between
c and its adjacent calls are destined for c.

— The optimal call ¢ has at most two common neighbors with any of its
adjacent calls.

In a network with degree four, we have to consider twenty three config-
urations instead of six that we considered for networks of degree three. Due
to the limited space, we will not list all these configurations here. We de-
note by Bi(c) the expectation of Y'(¢) given that the effective neighborhood
of ¢ has the configuration 7}, for i = 0,1,...,22. We will just compute the
expectation Bj(c) of Y(c) given that the effective neighborhood of ¢ has the
configuration 7 which is the same with configuration 4 of Figure 3.9.

We have that d(c;) < 3 and d(c2) < 3, since the network has maximum

degree four. To compute & [cheﬁf
cepted with probability p while co is accepted with probability p if ¢; was

previously rejected, i.e., the probability that ¢y is accepted is p(1—p). Thus,

%’F(C) = ’yfl], observe that c; is ac-

£ z;gg?wwyzw > p/3+p(l—p)/3

= 2p/3—p*/3
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Using (4), we obtain that

\%

Bi(e) > p(1-p)*+2p/3—p*/3
= 5p/3—Tp*/3+p° (3.17)

Using similar reasoning as in Section 3.3.1, by examining all configura-
tions, we can verify that, for some range of p, Bj(¢) = min; B}(c). Thus,
for this specific range of p, Bjj(c) is a lower bound for £[Y (c)] for each call
¢ € A(o) which only depends on p. Using (3.5), we obtain that for the
specific range of p, the competitive ratio p'(p) of algorithm p-RANDOM is

/ (p) < ;
PP = S T 1 38

The right side of the above inequality is minimized for p = 5/9 to
729/275 = 2.651. We have obtained the following theorem.

Theorem 15. There exists a 2.651—competitive randomized on—line call con-
trol algorithm for sparse wireless cellular networks of degree four that support
one frequency.

Surprisingly, this bound matches the best known result for ideal wireless
cellular networks presented in [13]. Using the technique of Awerbuch et al.,
we can transform this algorithm to work with many frequencies. We obtain
the following corollary.

Corollary 16. There exists a 3.182-competitive randomized on-line call
control algorithm for sparse wireless cellular networks of degree four that
support many frequencies.

3.4 Analysis of algorithm p-RANDOM in arbitrary
networks

Now, we extend the analysis of algorithm p—-RANDOM to arbitrary net-
works supporting one frequency. We express the result in terms of the
maximum degree A of the network. Pantziou et al. [52] study the com-
petitiveness of algorithm ifRANDOM on the average case, and prove that
its competitive ratio on sequences of calls generated according to specific
probability distributions is significantly smaller than the average degree of
the network. Using a simple probabilistic argument, we prove the following
result.
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Theorem 17. For any network with mazimum degree A > 2, there exists
a 27TA /28—competitive randomized call control algorithm against oblivious
adversaries.

Proof. Let G be a network with maximum degree A. Consider the execution
of algorithm p~RANDOM (with 1/A < p <1) on a sequence o of calls on G.
Following the notation of Theorem 7, we have that the expectation of the
amortized benefit for each call ¢ accepted by the optimal algorithm is

Zc’E'y’(c) X(C/)

EP()] = X(o)+ =2

while the expectation of the benefit of the algorithm on o is given by

EB()] = Y &)

ceA(o)

Let q(c) be the probability that }-.c. /) X(c') =0, i.e., that no call is
accepted in the effective neighborhood of ¢. Then

o] > glop+ =9

Note that ¢(c) > (1 — p)?, for any ¢ € 0. Thus,
_ 1 1
> 1-p2(p- =)+
gb(e)] = (1-p) <p A) +x

The right part of the expression is maximized for p = ALH' In this case, we
obtain that

_ 2 \2/ 2 1 1
()] = <1_A+1> <A+1_Z>+Z
B 1 . 9 A+1 .

- A\ "ay) 7
1 /1

> =

> A<27+1)

28

~ 27A
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We conclude that!, for the benefit of algorithm ALJFFRANDOM7 the fol-
lowing inequality holds:
27TA

Bopr(o) < 2—85[3(0)].

The theorem follows. O

Note that using a theorem of Awerbuch et al. [1], theorem 17 implies
the existence of a randomized call control algorithm for arbitrarily many
frequencies with competitive ratio at most 27A /28 + 1.

Now consider a network G and let «(G) be the maximum independent
set in the neighborhood of each node. As pointed out in Section 3.1, for any
network, |a(G)| is a lower bound on the competitive ratio of any determin-
istic algorithm. By inserting |«(G)| in the proof of Theorem 17, we obtain
the following.

Corollary 18. For any network that supports one frequency with |a(G)| > 2
and 1/2 < p < 1, algorithm p~-RANDOM has (strictly) better competitive ratio
than any deterministic algorithm.

Obviously, if |a(G)| = 1 or |a(G)| = 0, the greedy deterministic algo-
rithm is optimal.

3.5 A simple 8/3-competitive algorithm

In this section we present algorithm CRS-A, a simple randomized on-
line algorithm for call control in cellular networks of reuse distance 2. The
algorithm works in networks with one frequency and achieves a competitive
ratio against oblivious adversaries which is similar (but slightly inferior) to
that which has been proved for algorithm p-RANDOM.

Algorithm CRS-A uses a coloring of the cells with four colors 0, 1, 2,
and 3, such that only two colors are used in the cells belonging to the same
axis. This can be done by coloring the cells in the same x-axis with either
the colors 0 and 1 or the colors 2 and 3, coloring the cells in the same y-axis
with either the colors 0 and 2 or the colors 1 and 3, and coloring the cells in

!Observe that the inequalities on £[b(c)] imply that
Alim AEb(e)) =1+e >

Thus, for graphs with sufficiently large maximum degree A, algorithm 2~ -RANDOM is

A+1
at most (0.8808 + ¢) A—competitive for some small € > 0.
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the same z-axis with either the colors 0 and 3 or the colors 1 and 2. Such a
coloring is depicted in the left part of Figure 3.10.

Algorithm CRS-A randomly selects one out of the four colors and exe-
cutes the greedy algorithm on the cells colored with the other three colors,
ignoring (i.e., rejecting) all calls in cells colored with the selected color.

A A AR
(2) (2) (2) (2)
0.0'0.0'0.@'0.0'0
(2) (2) (2) (2)
ONANIE AN S
LK
.G 0.0 O‘Q 0.0 0.@
Figure 3.10: The 4-coloring used by algorithm CRS-A and the corresponding

subgraph of the interference graph induced by the nodes not colored with
color 3.

Theorem 19. Algorithm CRS-A in cellular networks of reuse distance 2
supporting one frequency is 8/3-competitive against oblivious adversaries.

Proof. Let o be a sequence of calls and denote by O the set of calls accepted
by the optimal algorithm. Denote by ¢’ the set of calls in cells which are
not colored with the color selected and by O’ the set of calls the optimal
algorithm would have accepted on input ¢’. Clearly, |O’| will be at least
as large as the subset of O which belongs to o’. Since the probability that
the cell of a call in O is not colored with the color selected is 3/4, it is
E[lO']] = 3|O|. Now let B be the set of calls accepted by algorithm CRS-
A, i.e., the set of calls accepted by the greedy algorithm when executed on
sequence o’. Observe that each call in O’ either belongs in B or it is rejected
because some other call is accepted. Furthermore, a call in B\ O’ can cause
the rejection of at most two calls of O’. This implies that |B| > |O’|/2 which
yields that the competitive ratio of algorithm CRS-A is

0l 20 _8
glBl] — &fo) — 3

<

O

The main advantage of algorithm CRS-A is that it uses only two random
bits. In the next section we present simple on-line algorithms with improved
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competitive ratios that use slightly stronger random sources and work on
networks with arbitrarily many frequencies.

3.6  ““Classify and Randomly select” ”-based Algorithms

Algorithm CRS-A can be seen as an algorithm based on the “classify and
randomly select” paradigm. It uses a coloring of the interference graph (not
necessarily using the minimum possible number of colors) and a classification
of the colors. It starts by randomly selecting a color class (i.e., a set of
colors) and then run the greedy algorithm in the cells colored with colors
from this color class, ignoring (i.e., rejecting) calls in cells colored with
colors not belonging to this class. Algorithm CRS-A uses a coloring of
the interference graph with four colors 0, 1, 2, and 3, and the four color
classes {0,1,2},{0,1,3},{0,2,3}, and {1,2,3}. Note that, in the previously
known algorithms based on the “classify and randomly select” paradigm,
color classes are singletons (e.g., [2], [52]).

The following simple lemma gives a sufficient condition for obtaining
efficient on-line algorithms based on the “classify and randomly select”
paradigm.

Lemma 20. Consider a network with interference graph G = (V, E) which
supports w frequencies and let x be a coloring of the nodes of V with the
colors of a set X. If there exist v sets of colors sg,s1,...,5,-1 € X and an
integer A such that

e cach color of X belongs to at least A different sets of the sets sg, 81, ..., Sy_1,
and

e fori=20,1,...,v — 1, each connected component of the subgraph of G
induced by the nodes colored with colors in s; is a clique,

then there exists an on-line randomized call control algorithm for the network
G which has competitive ratio v/ against oblivious adversaries.

Proof. Consider a network with interference graph G which supports w fre-
quencies and the randomized on-line algorithm working as follows. The
algorithm randomly selects one out of the v color classes sg, ..., S,_1 and ex-
ecutes the greedy algorithm on the cells colored with colors of the selected
class, rejecting all calls in cells colored with colors not in the selected class.

Let o be a sequence of calls and let O be the set of calls accepted by
the optimal algorithm on input . Assume that the algorithm selects the

49



color class s;. Let o’ be the sequence of calls in cells colored with colors
in s; and O’ be the set of calls accepted by the optimal algorithm on input
o’. Also, we denote by B the set of calls accepted by the algorithm. First
we can easily show that |B| = |O|. Let G; be a connected component
of the subgraph of G induced by the nodes of G colored with colors in
s;. Let oj be the subsequence of ¢’ in cells corresponding to nodes of Gj.
Clearly, any algorithm (including the optimal one) will accept at most one
call of o; at each frequency. If the optimal algorithm accepts w calls, this
means that the sequence o; has at least w calls and the greedy algorithm,
when executed on o/, will accept w calls from o; (one call in each one of
the available frequencies). If the optimal algorithm accepts w’ < w calls
from o}, this means that o; contains exactly w’ < w calls and the greedy
algorithm will accept them all in w’ different frequencies. Since a call of o}
is not constrained by a call in o for j # j', we obtain that |B| = |0’|.

The proof is completed by observing that the expected benefit of the
optimal algorithm on input ¢’ over all possible sequences ¢’ defined by the
random selection of the algorithm is £[|0’|] > £[O], since, for each call in O,
the probability that the color of its cell belongs to the color class selected is
at least v/\. Hence, the competitive ratio of the algorithm against oblivious
adversaries is

o _ o _,,
£[B ~ gl <M

O

Next, we present two randomized on-line algorithms for call control in
cellular networks of reuse distance 2, namely CRS-B and CRS-C, which are
also based on the “classify and randomly select” paradigm and achieve even
better competitive ratios.

Consider a coloring of the cells with five colors 0,1, 2,3, and 4 such that
for each i € {0,1,2,3,4}, and for each cell colored with color i, the two
adjacent cells in the same x-axis are colored with colors (i — 1) mod 5 and
(1 + 1) mod 5, while the remaining four of its adjacent cells are colored
with colors (i + 2) mod 5 and (i + 3) mod 5. Such a coloring is depicted
in the left part of Figure 3.11. Also, define s; = {i,(i + 1) mod 5}, for
i = 0,1,...,4. Observe that, for each i = 0,1,...,4, each pair of adjacent
cells colored with the colors ¢ and (i + 1) mod 5 is adjacent to cells colored
with colors (i + 2) mod 5, (i + 3) mod 5, and (i + 4) mod 5, i.e., colors
not belonging to s;. Thus, the coloring x together with the color classes s;
satisfy the conditions of Lemma 20 with v = 5 and A = 2. We call CRS-B
the algorithm that uses this coloring and works according to the “classify
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and randomly select” paradigm as in the proof of Lemma 20. We obtain the
following.

Figure 3.11: The 5-coloring used by algorithm CRS-B and the 7-coloring
used by algorithm CRS-C. The skewed cells are those colored with the colors
in set sg.

Theorem 21. Algorithm CRS-B in cellular networks with reuse distance 2
is 5/2-competitive against oblivious adversaries.

Now consider a coloring of the cells with seven colors 0,1,...,6 such
that for each for each cell colored with color i (for i = 0,...,6), its two
adjacent cells in the same x-axis are colored with the colors (i — 1) mod 7
and (i+ 1) mod 7, while its two adjacent cells in the same z-axis are colored
with colors (i—3) mod 7 and (i+3) mod 7. Such a coloring is depicted in the
right part of Figure 3.11. Also, define s; = {7, (i+1) mod 7, (i +3) mod 7},
for i = 0,1,...,6. Observe that, for each i = 0,1, ...,6, each triangle of cells
colored with the colors i, (i + 1) mod 7, and (i + 3) mod 7 is adjacent to
cells colored with colors (i + 2) mod 7, (i +4) mod 7, (i +5) mod 7, and
(1+6) mod 7, i.e., colors not belonging to s;. Thus, the coloring x together
with the color classes s; satisfy the conditions of Lemma 20 with v = 7
and A = 3. We call CRS-C the algorithm that uses this coloring and works
according to the “classify and randomly select” paradigm as in the proof of
Lemma 20. We obtain the following.

Theorem 22. Algorithm CRS-C in cellular networks with reuse distance 2
is 7/3-competitive against oblivious adversaries.

The two algorithms above (CRS-B and CRS-C) make use of a random
source which equiprobably selects one out of an odd number of distinct
objects. If we only have a number of fair coins (random bits) available,
we can design algorithms with small competitive ratios by combining the
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algorithms above. For example, using 6 random bits, we may construct the
following algorithm. We use integers 0,1, ...,63 to identify each of the 63
outcomes of the 6 random bits. For an outcome i € {0, ...,49}, the algorithm
executes algorithm CRS-B using color class s;mod 5, and for an outcome
i € {50,...,63}, the algorithm executes algorithm CRS-C using color class
5(i—50) mod 7- 1t can be easily seen that this algorithm has competitive ratio
32/13 =~ 2.462 against oblivious adversaries, since its expected benefit is at
least 50/64 -2/5+ 14/64 - 3/7 = 13/32 times the optimal benefit. Similarly,
using 8 random bits, we obtain an on-line algorithm with competitive ratio
64/27 ~ 2.37. We can generalize this idea, and, for sufficiently small ¢ >
0, we can construct an algorithm which uses ¢ = O(log 1/¢) random bits,
and, on 2 mod 7 of the 2! outcomes, it does nothing, while the rest of the
outcomes are assigned to executions of algorithm CRS-C. In this way, we
obtain the following.

Corollary 23. For any e > 0, there exists an on-line randomized call-control
algorithm for cellular networks with reuse distance 2 that uses O(log1/e)
random bits and has competitive ratio at most 7/3 + € against oblivious
adversaries.

3.7 Networks of reuse distance k£ > 2

For cellular networks with reuse distance k > 2, we present algorithm
CRS-k which is based on the “classify and randomly select” paradigm. Al-
gorithm CRS-k uses the following coloring of the interference graph of a
cellular network with reuse distance k. Cells are colored with the colors
0,1,...,3k% — 3k such that for any cell colored with color 4, its adjacent
cells in the x-axis are colored with colors (i — 1) mod (3k? — 3k + 1) and
(i+1) mod (3k>—3k-+1), while its adjacent cells in the z-axis are colored with
colors (i—3(k—1)%) mod (3k*—3k+1) and (i+3(k—1)?) mod (3k*—3k+1).

For odd k, for i = 0, 1, ..., 3k* —3k, the color class s; contains the following
colors. For 7 = 0,1, ..., kgl, it contains the colors (i + 3j(k — 1)? — ) mod
(3k? — 3k + 1), ..., (i +3j(k — 1) + 55) mod (3k? — 3k + 1), and for
j =% k-1, it contains the colors (i + ( DL 3 — Bk —1)2 -
%)mod (3k2 = 3k + 1), ..., (i + 262 +3( By —1)2 4 k-1 -

4) mod (3k% — 3k +1).

For even k, for i = 0,1,...,3k?> — 3k, the color class s; contains the
following colors. For j = 0,1, ,% — 1, it contains the colors (i + 3j(k —
1)2—j) mod (3k%—3k+1),...,(i +35(k —1)2+ g) mod (3k% —3k+1), and
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3 -5+

for j = %, ,k — 1, it contains the colors (i + 3(— —1)(k—1)?
1 3(j— 5+

1)(k — f 2+Umw(%2Z%+D w@+a§ )(k—1)2
(k—-1)24+k—1—7) mod (3k? — 3k +1).

Note that, for k = 2, we obtain the coloring used by algorithm CRS-C.
Examples of the coloring for £k = 3 and k = 4 as well as the cells colored
with colors from the color class sg are depicted in Figure 3.12.

We can show the following two lemmas.

+
+

Lemma 24. Let k > 2 and G be the interference graph of a cellular network
of distance reuse k. Consider the coloring of G used by algorithm CRS-k
and the color classes s;, for i =0,1,...,3k?> — 3k. For any color j such that
0< j < 3k% — 3k, the number of different color classes s; that color j belongs
to is = sz: is even, and 3k? +1 if k is odd.

Lemma 25. Letk > 2 and G be the interference graph of a cellular network
of distance reuse k. Consider the coloring of G used by algorithm CRS-k
and the color classes s;, fori=0,1,...,3k> — 3k. Fori=0,1,...,3k> — 3k,
each connected component of the subgraph of G induced by the nodes of G
colored with colors in s; is a clique.

Thus, the colorings and the color classes degcribed satisfy the conditzion
of Lemma 20 with A =3k*> —3k+1 and v = % if k is even, and v = %
if k is odd. By Lemma 20, we obtain the following.

Theorem 26. The competitive ratio against oblivious adversaries of algo-
rithm CRS-k in cellular networks with reuse distance k > 2 is 4 (1 — 3k 1)

3k2
if k is even, and 4 ( 3k2+1) if k is odd.

Algorithm CRS-k in cellular networks of reuse distance k uses a random
source which equiprobably selects one among 3k% — 3k + 1 distinct objects.
By applying ideas we used in the previous section, we can achieve similar
competitiveness bounds by algorithms that use random bits.

Corollary 27. For any e > 0, there exists an on-line randomized call-control
algorithm for cellular networks of reuse distance k, that uses O(log1/e +

log k) random bits and has competitive ratio at most 4 (1 — 3&_21) +e€ifk is

even, and 4 (1 — %) + e if k is odd, against oblivious adversaries.

3.8 Lower Bounds

In Section 3.1, it has been observed that no deterministic on-line call
control algorithm can have a competitive ratio better than 3 against off-
line adversaries. We can easily extend this lower bound and obtain lower
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Figure 3.12: Examples of the colorings used by the algorithms CRS-3 and
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bounds of 4 and 5 on the competitiveness of deterministic on-line call control
algorithms in cellular networks of reuse distance k € {3,4,5} and k > 6,
respectively.

Consider a cellular network of reuse distance k£ supporting one frequency.
The lower bound can be easily extended for networks supporting arbitrarily
many frequencies. Let v be a cell of the network and consider the cells at
distance at most kK — 1 from v. It can be easily verified that we can pick

a set S of L@ cells at distance at most & — 1 from v such that the

distance between any two of them is at least k. Consider a deterministic
algorithm A and an off-line adversary ADV working as follows. First the
adversary presents a call in cell v. If the algorithm A rejects the call, the
adversary stops the sequence; in this case A has no benefit. Otherwise (i.e.,
if A accepts the call in cell v), the adversary presents one call in each of the
cells of S. In this case, the benefit of the algorithm A is 1, while the optimal
off-line algorithm has benefit the size of S which is 4 if k € {3,4,5} and 5 if
k > 6.

Hence, the randomized algorithms presented in the previous section sig-
nificantly beat the lower bound on the competitiveness of deterministic al-
gorithms. In what follows, using the Minimax Principle [61] (see also [47]),
we prove a lower bound on the competitive ratio, against oblivious adver-
saries, of any randomized algorithm in cellular networks with reuse distance
ke {2,3,4},k € {5,--- ,11},k > 12, as well as for cellular networks with
planar interference graphs. Again, we consider networks that support one
frequency; our lower bound can be trivially extended to networks that sup-
port multiple frequencies.

Lemma 28 (Minimax Principle [47]). Given a probability distribution P
over sequences of calls o, denote by Ep[Ba(o)] and Ep[Bopr(o)] the expected
benefit of a deterministic algorithm A and the optimal off-line algorithm on
sequences of calls generated according to P. Define the competitiveness of A
under P, C:,Z to be such that

Ep[Bopr(0)]
Ep[Ba(o)]
Let Ag be a randomized algorithm. Then, the competitiveness of A under

P is a lower bound on the competitive ratio of Ar against an oblivious
adversary, i.e. C:,Z < cap.

=

Theorem 29. No randomized call-control algorithm can be better than
1.857-competitive against an oblivious adversary when applied to cellular
networks of reuse distance k € {2,3,4}.
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Proof. Consider a proper coloring of the cells of the network with the col-
ors RED, BLUE, and GREEN. Let rg be a red cell, by, by, and b3 its blue
neighbors, and g1, g2, and g3 its green neighbors. We will prove that there
exists an adversary ADY that produces calls according to a probability dis-
tribution P in such way that no deterministic algorithm can be better than
1.857—competitive under P even if it knows the probability distribution P
in advance.

We define the probability distribution P as follows. First, the adversary
produces a call in the red cell rg. Then, it

e cither stops, with probability 4/7,

e or does the following, with probability 3/7. It presents two calls in the
cells b1 and by, and

— either produces a call in the cell b with probability 1/3,

— or presents three calls in the cells g1, g2, and g3, with probability
2/3.

It can be easily seen that the expected benefit of the optimal off-line

algorithm on sequences of calls generated according to P is
4 3 13
5P[BOPT(0')] =1- 7 +3- A

Let A be a deterministic call control algorithm that runs on the calls
produced by ADYV. Consider t executions of the algorithm on ¢ sequences
produced according to the probability distribution P. Let gg be the number
of executions in which A accepts the call produced in cell rg, and ¢; the
number of executions in which A accepts both calls in cells b; and bs.

The expected number of executions in which the algorithm does not
accept the call in cell ry and the adversary produces a call in cell b3 is %%(t —
qo). Similarly, the expected number of executions in which the algorithm
does not accept the calls in cells rg, b1, and by and the adversary produces
calls in cells g1, go, g3 is % (%(t —qo) — ql). Thus,

Qo +2q1+ 25(t —qo) + 33 (2(t — q0) — 1)
t

Ep[Balo)] <
=1

and
= 1.857.



By Lemma 28, we obtain that this is a lower bound on the competitive ratio
of any randomized algorithm against an oblivious adversary. O

Theorem 30. No randomized call-control algorithm in cellular networks
with distance reuse k > 5 can be better than 25/12—competitive against an
oblivious adversary.

Proof. Consider a cellular network with reuse distance 5 and ten cells vy,
VA1, VA2, UB,1, UB2, UB,3, UC,1, UC,2, UC,3, and v 4 as shown in Figure 3.14.
We will prove that there exists an adversary ADV that produces calls in
these cells according to a probability distribution P in such way that no
deterministic algorithm can be better than 25/12-competitive under P even
if it knows the probability distribution P in advance.

Figure 3.13: The cellular network of reuse distance 5 used in the proof of
Theorem 9 and the subgraph of the interference graph induced by the nodes
corresponding to the ten cells vo, va 1, V42, VB 1, VB2, VB3, VC,1, VC,2, VC,3;
and vo 4.

We define the probability distribution P as follows. First, the adversary
produces a call in the cell vg. Then, it

e cither stops, with probability 1/2,

e or does the following, with probability 1/2. It presents two calls, one
in the cell v4,1 and one in the cell v4 2, and
— either stops, with probability 1/3,

— or does the following with probability 2/3. It presents three calls,
one in the cell vp 1, one in the cell vp 2, and one in the cell vp 3,
and
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* either stops, with probability 1/4,

x or does the following, with probability 3/4. It presents four
calls, one in the cell v¢ 1, one in the cell vo 2, one in the cell
ve,3, and one in the cell ve 4, and then stops.

Clearly, the benefit of the optimal off-line algorithm is the number of calls
presented by the adversary in the last step before stopping the sequence.
Thus, the expected benefit of the optimal off-line algorithm on sequences of
calls generated according to P is

5P[BOPT(U)]:1'%+2’%% 2317723112

Let A be a deterministic call control algorithm that runs on the calls
produced by ADV. First, we observe that no algorithm could gain by ac-
cepting one of the two calls presented in cells v4 1 and v4 2 or by accepting
one or two of the three calls presented in cells v 1, vp2 and vp3 . Assume
that it rejects the call in cell vy, accepts the call in cell v41 (resp. va2) and
rejects the call in cell vgo (resp. wva,1). Then, even if the adversary does
not stop the sequence just after producing the two calls in cells v4 ;1 and
V4,2, the algorithm can only accept one of the two calls in the cells vp 3 and
ve,3 (resp. vp1 and ve 1); this would give a benefit of at most 2. Also, no
algorithm could gain by accepting one of the three calls presented in cells
UB1, VB2, and vp3. Assume that the algorithm rejects the calls in cells
v0, V4,1 and vy 2, accepts the call in cell v (resp. vp 2, resp. vp3), and
rejects the calls in cells vp o2 and vp 3 (resp. vp 1 and vp 3, resp. vp2 and
vp3). Then, even if the adversary does not stop the sequence before pro-
ducing the calls in the cells v¢ 1, ve 2, vo,3, and ve 4, the algorithm can only
accept the calls in the cells vo o and ve g (resp. ve 3 and vo g, resp. ve,; and
ve,2); this would give a benefit of at most 3. Also, no algorithm could gain
by accepting two of the three calls presented in cells vg 1, vp2, and vp 3.
Assume that the algorithm rejects the calls in the cells vg, v41, and v,
accepts the calls in the cells vp2 and vp 3 and rejects the call in cell vp ;.
Then, even if the adversary does not stop the sequence before producing
the calls in cells ve 1, vo2, vo,3, and ve 4, the algorithm cannot accept any
more calls. Similarly, assume that the algorithm rejects the calls in cells vy,
va,1 and vy 2, accepts the calls in cells vg; and vp2 (resp. vp1 and vp3),
and rejects the call in cell vp 3 (resp. vpz2). Then, even if the adversary
does not stop the sequence before producing the calls in the cells vc 1, vo 2,
ve 3, and vo 4, the best the algorithm can do is to accept the call in cell vc 3
(resp. vc 2); this would give a benefit of at most 3. The above observations
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can be easily made by studying carefully the subgraph of the interference
graph induced by the ten cells vg, va1, V42, UB.1, VB2, UB,3, VC,1, VC,2, VC,3,
and vc4 (see right part of Figure 3.14). Hence, we may assume that the
algorithm either accepts all calls presented at a step or rejects them all.

Consider t executions of the algorithm on ¢ sequences produced according
to the probability distribution P. Let gy be the number of executions in
which A accepts the call produced in cell vy, ¢; the number of executions
in which A accepts both calls in cells v4,; and v4 2, and g2 the number of
executions in which the algorithm accepts the three calls in cells vc 1, ve 2,
and ve 3.

The expected number of executions in which the algorithm does not ac-
cept the call in cell vy and the adversary produces calls in cells v4 1 and
VA is %(t — qo). Hence, the expected number of executions in which the
algorithm does not accept the calls in cells vg, v4,1, and v4 2 and the adver-
sary produces calls in cells vg 1, vp 2, and vp 3 is % (%(t —qo0) — ql) and the
expected number of executions in which the algorithm does not accept the
calls in cells vg, va 1, Va2, UB,1, VB2, and vp 3 and the adversary produces
calls in cells vo 1, vo 2, ve 3, and vo g4 is 3 (% (%(t —qo) — ql) — q2). Thus,

4201 +300 +43 (2 (Lt —q0) — 1) —
and ¢; > 25/12. By Lemma 28, we obtain that this is a lower bound on the

competitiveness of any randomized algorithm against oblivious adversaries.
O

=1

Theorem 31. No randomized call-control algorithm in cellular networks
with distance reuse k = 12 can be better than 127/60—competitive against an
oblivious adversary.

Proof. Consider a cellular network with distance reuse 12 and thirteen cells
V0, VA1, VA2, VA3, UB1, UB2, UB3s VB4, VUC,1, VC,2, V0,3, Vo4 and v as
shown in Figure 3.14. We will prove that there exists an adversary ADYV that
produces calls in these cells according to a probability distribution P in such
way that no deterministic algorithm can be better than 127/60-competitive
under P even if it knows the probability distribution P in advance.

We define the probability distribution P as follows. First, the adversary
produces a call in the cell vg. Then, it

e cither stops, with probability 2/3,

e or does the following, with probability 1/3. It presents three calls, one
in the cell v4 1, one in the cell v4 2 and one in the cell v4 3, and
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Figure 3.14: The cellular network of distance reuse 12 used in the proof of
Theorem 9 and the subgraph of the interference graph induced by the nodes
corresponding to the thirteen cells vg, va 1, V42, V4,3, VB 1, VB2, VB3, UB.4,
Vo1, Vo2, V0,3, Vo,s and v s.

— either stops, with probability 1/4,

— or does the following with probability 3/4. It presents four calls,
one in the cell vp 1, one in the cell vp 2, one in the cell v 3, and
one in the cell vp 4, and

* either stops, with probability 1/5,

* or does the following, with probability 4/5. It presents five
calls, one in the cell v¢ 1, one in the cell v 2, one in the cell
ve,3, one in the cell v 4, and one in the cell vc 5, and then
stops.

Clearly, the benefit of the optimal off-line algorithm is the number of calls
presented by the adversary in the last step before stopping the sequence.
Thus, the expected benefit of the optimal off-line algorithm on sequences of
calls generated according to P is

2 11 1 3 1 1 3 4 127
ErlBorr(ol =1 348 3 g+ 4 5 1573 15 60

Let A be a deterministic call control algorithm that runs on the calls
produced by ADV. First, we observe that no algorithm could gain by ac-
cepting one of the three calls presented in cells v4 1, v42 and v4 3. Assume
that it rejects the call in cell vy, accepts the call in cell v41 (resp. va 2,
resp.v4,3) and rejects the call in cell v4 2 and v4 3 (resp. va 1 and vy 2, resp.
va,1 and v42). Then, even if the adversary does not stop the sequence just
after producing the three calls in cells v4 1, v4 2 and vy 3, the algorithm can
only accept the two calls in the cells vp 3 and vp 4 (resp. vp 1 and vp 4, resp.
vp,1 and vp2); this would give a benefit of at most 3.

Similarly, no algorithm could gain by accepting two of the three calls
presented in cells v4,1, v4a2, and v4 3. Assume that the algorithm rejects
the calls in the cells vg, accepts the calls in the cells v4 1 and v4 2 and rejects
the call in cell v4 3. Then, even if the adversary does not stop the sequence
before producing the calls in cells vg 1, vB 2, VB3, VB4, VC 1, VC,2, VO3, VC 4,
and vc 5, the algorithm cannot accept any more calls. Assume, also, that the
algorithm accepts the calls in the cells v4; and va3 (resp. va2 and v43)
and rejects the call in cell v o (resp. va1). Then, even if the adversary
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does not stop the sequence before producing the calls in cells vp 1, vB2,
VB3, VB4, UC,1, VC,2, VC,3, VC 4, and v 5, the algorithm can only accept the
call presented in cell vco (resp. ve,1); this would give a benefit of at most
3.

Also, no algorithm could gain by accepting one of the four calls presented
in cells vp 1, vB 2, VB 3, and vp 4. Assume that the algorithm rejects the calls
in cells vy, v4,1, va,2, and vy 3, accepts the call in cell vp 1 (resp. vp 2, resp.
vB.3, resp. vp4), and rejects the calls in cells vp 2, vp 3, and vp 4 (resp. vp 1,
vp 3, and vp 4, reSp. VB 1, VB2, and VB4, resp. VR 1, UBz2, and vp3). Then,
even if the adversary does not stop the sequence before producing the calls
in the cells ve 1, vo2, ve 3, Vo4, and vo 5, the algorithm can only accept the
calls in the cells vc2, vo3 and voa (resp. ve, ves and voa, resp. Vo1,
ve,4 and ve s, TESp. ve 2, ve,3 and ves); this would give a benefit of at most
4.

Also, no algorithm could gain by accepting two of the four calls presented
in cells vp 1, vB,2, VB3, and vp 4. Assume that the algorithm rejects the calls
in the cells v, va1, va2, and v4 3, accepts the calls in the cells v and
vp2 (resp. vpo and vp 3, resp. vp, and vp4) and rejects the calls in cells
vp3 and vp4 (resp. vp1 and vp4, resp. vp 2 and vp3). Then, even if the
adversary does not stop the sequence before producing the calls in cells vc 1,
vC,2, V0,3, Vo4, and vo 5, the algorithm could only accept the calls presented
in cells vo3 and voyg (resp. ve,1 and veg, resp. ve2 and ve3); this would
give a benefit of at most 4. Similarly, assume that the algorithm rejects the
calls in the cells vg, v4.1, v4,2, and v4 3, accepts the calls in the cells vy
and vp 3 (resp. vp2 and vp 4, resp. vp 3 and vp4) and rejects the calls in
cells vp o and vp 4 (resp. vp; and vp3, resp. vp) and vp2). Then, even
if the adversary does not stop the sequence before producing the calls in
cells ve 1, ve2, Vo3, Vo4, and vo 5, the algorithm could only accept the call
presented in cell v 4 (resp. ve 3, resp. ve5); this would give a benefit of at
most 3.

Also, no algorithm could gain by accepting three of the four calls pre-
sented in cells vp 1, VB2, B3, and vp 4. Assume that the algorithm rejects
the calls in the cells vg, v4,1, V4,2, and v4 3, accepts the calls in the cells vp 1,
vp2 and vp3 (resp. vp1, vp2 and vp4) and rejects the calls in cells vp 4
(resp. vp3). Then, even if the adversary does not stop the sequence before
producing the calls in cells vc 1, vo2, vo3, Vo4, and ve s, the algorithm
could only accept the call presented in cell vc 4 (resp. ve 3); this would give
a benefit of at most 4. Similarly, assume that the algorithm accepts the calls
in the cells vp 1, vp3 and vp4 (resp. vp2, vp3 and vp4) and rejects the
calls in cells vp 2 (resp. vp 1). Then, even if the adversary does not stop the
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sequence before producing the calls in cells vc 1, ve2, ve,3, veoa,and vos,
the algorithm cannot accept any more calls. This would give a benefit of at
most 3.

Also, no algorithm could gain by accepting all of the four calls presented
in cells v 1, VB2, VB3, and vp 4. Then, even if the adversary does not stop
the sequence before producing the calls in cells vc 1, veo2, ve3, vo4, and
ve,5, the algorithm cannot accept any more calls; this would give a benefit
of at most 4.

The above observations can be easily made by studying carefully the
subgraph of the interference graph induced by the thirteen cells vo, va 1,
VA2, VA3, UB,1, UB2, UB3, UB.4, UC,1, UC,2, UC,3, UC,4, and ve 5 (see right part
of Figure 3.14). Hence, we may assume that the algorithm either accepts all
calls presented at a step or rejects them all.

Consider t executions of the algorithm on ¢ sequences produced according
to the probability distribution P. Let gy be the number of executions in
which A accepts the call produced in cell vy, ¢; the number of executions
in which A accepts the three calls in cells v4 1, v42, and v43, and g2 the
number of executions in which the algorithm accepts the four calls in cells
Ve, ve2, ve,s, and ve .

The expected number of executions in which the algorithm does not
accept the call in cell vy and the adversary produces calls in cells v4 1,
va2 and v43 is %(t — qo). Hence, the expected number of executions in
which the algorithm does not accept the calls in cells vg, va,1, v42, and
va,3 and the adversary produces calls in cells vp1, vp2, vB3, and vp4
is 3 (%(t —qo) — q1) and the expected number of executions in which the
algorithm does not accept the calls in cells vy, va1, V42, VA3, UB1, UB2,
vB,3, and vp 4 and the adversary produces calls in cells vc 1, vo2, ve3, Vo4,

and ve 5 is % (% (%(t —qo) — ql) — q2). Thus,

573[BA(U)]§ 0 ! 2 5(4t(3( 0) 1) 2)

=1

and ¢/j > 127/60. By Lemma 28, we obtain that this is a lower bound
on the competitive ratio of any randomized algorithm against an oblivious
adversary. O

The lower bound for planar networks follows. Note that the best known

upper bound is 4 achieved by the CLASSIFY AND RANDOMLY SELECT algo-
rithm [1, 52].
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Theorem 32. There exists a planar network on which no randomized call-
control algorithm can be better than 2.086—competitive against oblivious ad-
VErsaries.

Proof. Consider a planar network with the interference graph shown in Fig-
ure 3.15. We will prove that there exists an adversary ADV that produces
calls according to a probability distribution P in such way that no deter-
ministic algorithm can be better than 2.086—competitive under P even if it
knows the probability distribution P in advance.

Figure 3.15: The planar interference graph used in the proof of Theorem 32.

We define the probability distribution P as follows. First, the adversary
produces a call in cell ¢3. Then, it

e cither stops, with probability 4/5,

e or does the following, with probability 1/5. It presents a call in cells
c1,...,C5, and

— either stops with probability 2/7,

— or presents a call in cells cg, ..., c12, with probability 5/7.

It can be easily seen that the expected benefit of the optimal off-line
algorithm on sequences of calls generated according to P is
4 1 2 1 5 73
Ep|B =1.--4+5.2.247.2.2 ==,
plBopr(0)] FHS s T o o=
Let A be a deterministic call control algorithm that runs on the calls
produced by ADYV. Consider ¢ executions of the algorithm on ¢ sequences
produced according to the probability distribution P. Let gy be the number
of executions in which A accepts the call produced in cell ¢y, and ¢ the
number of executions in which A accepts both calls in cells ¢; and cg.
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The expected number of executions in which the algorithm does not
accept the call in cell ¢y and the adversary produces calls in cells ¢y, ...,c5
is %(t — qp). Similarly, the expected number of executions in which the
algorithm does not accept the calls in cells cg,cq,...,c5 and the adversary
produces calls in cells cg, ..., c12 is % (%(t —qo) — ql). Thus,

5q1 + 72 (L(t — qo) —
57>[BA(0’)]§q0+ q + 7(t5( qo0) Q1) _,

and 73
P> 2 —2.086.
€A =35

By Lemma 28, we obtain that this is a lower bound on the competitive ratio
of any randomized algorithm against an oblivious adversary. O
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Chapter 4

Disk Graphs

4.1 Introduction

We study two fundamental graph problems, maximum independent set
and minimum coloring. Given a graph G, the maximum independent set
problem is to find an independent set (i.e., a set of nodes without edges
between them) of maximum size, while the minimum coloring problem is
to find an assignment of colors (i.e, positive integers) to the nodes of the
graph so that no two nodes connected by an edge are assigned the same color
and the number of colors used is minimized. We consider graphs modelling
intersections of disks in the plane.

The intersection graph of a set of disks in the Euclidean plane is the
graph having a node for each disk and an edge between two nodes if and
only if the corresponding disks overlap. Each disk is defined by its radius
and the coordinates of its center. Two disks overlap if the distance between
their centers is strictly smaller than the sum of their radii. A graph G is
called a disk graph if there exists a set of disks in the Euclidean plane whose
intersection graph is G. The set of disks is called the disk representation
of G. A disk graph is called unit disk graph if all disks in its disk rep-
resentation have the same radius. A disk graph is o-bounded if the ratio
between the maximum and the minimum radius among all the disks in its
disk representation is at most o.

In disk graphs, maximum independent set and minimum coloring are
important since they can model resource allocation problems in radio com-
munication networks [29]. Consider a set of transmitters located in fixed
positions within a geographical region. Each transmitter uses a specific fre-
quency to transmit its messages. Two transmitters can successfully (i.e.,
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without signal interference) transmit messages simultaneously either if they
use different frequencies or if they use the same frequency and their ranges
do not overlap. Given a set of transmitters in a radio network, in order
to guarantee successful transmissions simultaneously, important engineer-
ing problems that have to be solved are the frequency assignment problem
where the objective is to minimize the number of frequencies used all over
the network, and the call admission problem where the objective is to find
a maximum-sized set of transmitters which can use the same frequency. As-
suming that all transmitters have circular range, the graph reflecting possible
interference between pairs of transmitters is a disk graph. The frequency
assignment and call admission problems are equivalent to minimum coloring
and maximum independent set problems, respectively.

An instance of the maximum independent set or the minimum coloring
problem may or may not include the disk representation (i.e., disk center
coordinates and/or radii) of the disk graph as part of the input. Clearly, the
latter case is more difficult. Information about the disk representation of a
disk graph is not easy to extract. Actually, determining whether a graph is
a disk graph is an NP-complete problem [31].

The maximum independent set in disk graphs has been proved to be
NP-hard even for unit disk graphs and even if the disk representation is
given as part of the input [10]. A naive independent set algorithm is the
algorithm First-Fit: starting from an empty set, it incrementally constructs
an independent set by examining the nodes of the graph in an arbitrary order
and including a node in the independent set only if none of its neighbors has
been previously included. When applied to unit disk graphs, First-Fit has
approximation ratio at most 5 and does not use the disk representation [46]
(also implicit in [32]). In [46], a 3-approximation algorithm is obtained by
computing a specific ordering of the nodes of a unit disk graph and running
First-Fit according to this ordering. A similar idea leads to a 5-approximation
algorithm in general disk graphs [46]. Furthermore, as it has been observed
in [20], a (2.5 + €)-approximation algorithm for unit disk graphs follows by
a more general result presented in [30]. None of the algorithms above use
the disk representation. Polynomial-time approximation schemes have been
presented for both unit disk graphs [34, 45] and general disk graphs [22, 9]
when the disk representation is given.

The minimum coloring problem has also been proved to be NP-hard in
[10, 27] even for unit disk graphs. Again, First-Fit algorithm can be used.
It examines the nodes of the graph in an arbitrary order and assigns to
each node the smallest color not assigned to its already examined neighbors.
Algorithm First-Fit computes 5-approximate solutions in unit disk graphs
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[26, 46]. By processing the nodes of the graph in a specific order, First-
Fit computes 3-approximate solutions in unit disk graphs [27, 46, 51]. In
general disk graphs, a smallest-degree-last version of First-Fit achieves an
approximation ratio of 5 [26, 44, 46].

In the on-line versions of the problems, the disk graph is not given in
advance but is revealed in steps. In each step, a node of the graph appears
together with its edges incident to nodes appeared in previous steps (and
possibly, together with the center coordinates and/or the radius of the corre-
sponding disk). When a node appears, an on-line independent set algorithm
decides either to accept the node by including it in the independent set or
to reject it, while an on-line coloring algorithm decides which color to assign
to the node. In each case, the decisions of the algorithm cannot change in
the future. The performance of an on-line algorithm is measured in terms
of its competitive ratio (or competitiveness). For on-line independent set al-
gorithms, the competitive ratio is defined as the maximum over all possible
sequences of disks of the ratio of the size of the maximum independent set
over the size of the independent set computed by the algorithm. For on-line
coloring algorithms, the competitive ratio is defined as the maximum over
all possible sequences of disks of the ratio of the number of colors used by
the algorithm over the minimum number of colors sufficient for coloring the
graph.

First-Fit is essentially an on-line algorithm. For the independent set prob-
lem, it has competitive ratio 5 in unit disk graphs [32, 46] and O(min{n, o?})
in o-bounded disk graphs with n nodes [20]. As it is observed in [20], First-Fit
is optimal within the class of deterministic on-line algorithms.

The First-Fit coloring algorithm has been widely studied in a more general
context and has been proved to be ©(logn)-competitive in inductive graphs
with n nodes [35, 28]. The lower bound holds also for trees (which are
disk graphs) so the ©(logn) bound holds for general disk graphs. In unit
disk graphs, First-Fit is at most 5-competitive [26, 46] while for o-bounded
disk graphs with n nodes, it is at most O(min{logn, o2})-competitive [19].
For unit disk graphs, a lower bound of 2 on the competitiveness of any
deterministic on-line coloring algorithm is presented in [24]. The best known
lower bound on the competitiveness of deterministic coloring algorithms
in o-bounded disk graphs is Q(min{logn,loglogo}) [19]. Better on-line
coloring algorithms exist for o-bounded disk graphs in the case where the
disk representation is given. Most of them use First-Fit as a subroutine. The
best competitiveness upper bound in this case is O(min{logn,logo}) [19].

In this chapter, we study the on-line version of both problems. For
the independent set problem, we investigate whether randomization helps
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in improving the competitiveness of on-line algorithms, also addressing the
cellular network model, presented in previous chapters. For randomized
on-line independent set algorithms, the competitive ratio is defined as the
maximum over all possible sequences of disks of the ratio of the size of the
maximum independent set over the expected size of the independent set
computed by the algorithm. We assume that the sequences of disks are se-
lected by oblivious adversaries, i.e., adversaries that have no knowledge of
the random choices of the algorithms (but may know the probability distri-
bution used by the algorithm for making random choices). This is a typical
assumption usually made in the study of randomized on-line algorithms [7].
Somewhat surprisingly, we show that, in general, randomization does not
help against oblivious adversaries even if the disk representation is given,
i.e., we construct sequences of disks for which no (possibly randomized) on-
line algorithm can be better than 2(n)-competitive. In the case that the
disk representation is not given, we prove a lower bound of (min{n,o?})
on the competitiveness of on-line algorithms on o-bounded disk graphs with
n nodes meaning that algorithm First-Fit is optimal within a small constant
factor. For the case of o-bounded disk graphs with given representation, we
present randomized algorithms with competitive ratio almost logarithmic in
o and show that they are optimal. For unit disk graphs, we present a ran-
domized algorithm with competitive ratio 4.41. We also show lower bounds
of 2.5 and 3 for randomized algorithms in unit disk graphs. Our results
for the on-line independent set problem together with the previously known
results on deterministic on-line algorithms are summarized in Table 4.1. For
the coloring problem, we show how to achieve the best known upper bound
of O(min{logn,logco}) for o-bounded sequences of n disks even if the disk
representation is not given.

Deterministic Randomized algorithms
algorithms
Disk Lower/upper Lower bound Upper bound Alg.
repr. bound
0-DG || Yes O(min{n,o?}) || * Q(min{n,logo}) | * O(min{n,logo}) Classify
*0 (min{n7 % log o log' ¢ log a}) Guess
0-DG || No O(min{n,o?}) || * Q(min{n,s%}) O(min{n, o?}) First-Fit
UDG || Yes || 5 *2.5 * 88 ~ 41 Filter
UDG No 5 *3 5 First-Fit

Table 4.1: Summary of results for the on-line independent set problem. (*)
indicates results in this PhD Thesis.

The rest of the chapter is structured as follows. Section 4.2 is devoted to
the on-line independent set problem in o-bounded disk graphs. Our results
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for unit disk graphs are presented in Section 4.3 while our coloring algorithm
is presented in Section 4.4.

4.2 Independent sets in o-bounded disk graphs

4.2.1 Upper Bounds

In this section we present the randomized on-line algorithm Classify for
computing independent sets in disk graphs. It has a competitive ratio
O(min{n,logo}) against oblivious adversaries on o-bounded disk graphs
with n nodes. The algorithm uses the value of o which is supposed to be
known in advance and makes its random choices based on the disk repre-
sentation. Despite these limitations, this is the first algorithm achieving a
competitive ratio logarithmic in ¢ and (as we will prove in Section 4.2.2) is
optimal among the on-line algorithms that use the disk representation.

Algorithm Classify works as follows. When the first disk is presented, the
algorithm flips a coin. On heads, it accepts the disk and executes algorithm
First-Fit for disks having radii in the interval [R, 2R), where R is the radius of
the first disk presented, ignoring (i.e., rejecting) all other disks. On tails, the
algorithm selects equiprobably a number ¢ from the set {—[log o], —[log o]+
1,...,—1,1,..., [log o]} and executes algorithm First-Fit for disks of radius in
the interval [R2?, R2!T1), ignoring (i.e., rejecting) all other disks.

We prove the following theorem.

Theorem 33. Algorithm Classify is O(min{n,logc})-competitive against
oblivious adversaries on o-bounded disk graphs with n nodes.

Proof. Since the first disk is accepted with probability 1/2, the algorithm
has competitive ratio O(n). In what follows, we show that the algorithm
is O(log o)-competitive as well. Denote by OPT the optimal independent
set of the sequence. For i = —[logo], —[logo] — 1,..., [log o], denote by S;
the set of disks with radius in the interval [R2¢, R2i*!) and by OPT; the
maximum independent set among the disks belonging to set S;. Clearly,
|OPT;| > |OPT N S;| since OPT N S; is an independent set for S;. Assume
that the algorithm selects set S; and executes algorithm First-Fit on the
disks of that set. Observe that disks in S; form a 2-bounded disk graph. In
such graphs, the following lemma gives a guarantee on the performance of
algorithm First-Fit for computing independent sets.

Lemma 34. Algorithm First-Fit is at most 15-competitive on 2-bounded disk
graphs.
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Proof. Actually, we provide an alternative proof that First-Fit is at most
O(0?)-competitive on o-bounded disk graphs which allows to show that the
hidden constant in the O(o?) notation is small.

Consider the application of algorithm First-Fit on a graph. The number
of optimal nodes that may be blocked by a node accepted by First-Fit is at
most the size of the maximum independent set in its neighborhood. We will
show that no node of a o-bounded disk graph has an independent set of
size at least (o 4 2)? in its neighborhood. Therefore, the competitive ratio
of First-Fit on o-bounded disk graphs is at most the largest integer strictly
smaller than (o + 2)2. In the case of ¢ = 2, we obtain that First-Fit is at
most 15-competitive.

Consider a disk Dy centered at point Cy with radius R and assume that
there exists a set S of at least (¢ + 2)? mutually non-overlapping disks
which overlap with Dyg. Let Dy, Dy, ..., D|g| be the disks in S. For the disk
D; (1 <i < |S]), denote by C; its center, by r; its radius and by d; the
distance of its center C; from point Cj.

Set Tin = Ming<i<|g/{7i}. Observe that S contains at most one disk
D; which may contain point Cj (i.e., d; < rj), otherwise the disks in set S
would not be non-overlapping. If such a disk D; exists then, certainly, the
intersection of D; and Dy contains a disk of radius ;-

Now define R' = 27 i, + max;<;<|g|{di — 7;} and let D’ be the disk
centered at Cy with radius R’. For each disk D; not containing Cy (i.e.,
d; > r;), consider the disk of radius r);,, centered at the point in the
segment CoC; which is at distance d; — 7; + 715, from Cp. This disk is
completely contained in the intersection of D; and D’.

So, the total area of the intersections of disks in S with D’ is at least

22 R 2,
(0 +2)"mr > +2) wr

min o min
min
= 7(2rpiy + R)?

2
> 7 <2Tmin + IISI}?I(S\{di - n})
= 7R".

The strict inequality follows by the fact that all disks in S overlap with
Dy. We have obtained that the total area of the intersections of disks in S
with disk D’ is larger than the area of D’, which contradicts the assumption
that the disks in S are mutually non-overlapping. O

Let B be the number of disks accepted by algorithm Classify and let B;
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Figure 4.1: The disk Dy and 5 mutually non-overlapping disks which over-
lap with Dg. Grey disks indicate that the disk with the smallest radius is
completely contained within disks D+, ..., Ds.

be the number of disks accepted by the algorithm if we assume that it selects
the set S; and executes algorithmFirst-Fit only for disks of the selected set.
Using the lemma, we obtain that the algorithm accepts at least

1 1
B; > —|OPT;| > —|OPT ;
i 2 IOPT| = —|OPT N

disks of S;. Now, the expected size of the independent set computed by
algorithm Classify is

[log o]
E[B] = Z (Pr[S; is selected] - B;)

it=—/[log o]

1 [log o]
> — - . )
2 15 Z (Pr[S; is selected] - |[OPT N S;)

i=—[log o]

1

> 5 min {Pr[S; is selected]} - |OPT|
1
> ——— - |OPT|.
~ 60[log o] | |
Hence, the competitive ratio of the algorithm is O(log o). O O
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We now present algorithm Guess which achieves a slightly weaker com-
petitive ratio but does not need to known neither n nor ¢ in advance. Con-
sider a sequence of n disks and let R be the radius of the first disk of the
sequence. Then, for any i = 0, 1,...,2[log o] — 1, define the set of disks S;
with radii at least R/2/°291=" and smaller than R/2[1°81="=1 When the
first disk of each set is presented, the algorithm probabilistically determines
whether it will consider disks from that specific set and ignore all disks from
all other sets.

We define the function « : [1,400) — RT as follows:

o(z) = @(Llogﬂ F1)a(llogz]),  ifw>2

() 2loge
alr) = —"—
4loge — 5’
When the first disk of the i-th set appears, algorithm Guess tosses a fair
coin with

if2>x>1

1/2 for i € {1,2}

Pr[HEADS] = { for i > 3

If the outcome is HEADS, the algorithm decides to execute algorithm First-Fit
for all disks of this set and ignores (i.e., rejects) the disks of all the other
sets; if the outcome is TAILS, the algorithm rejects all disks of this set.

Theorem 35. Algorithm Guess is at most O (min {n, H;O:gi o1 log(j) a}) ,
against oblivious adversaries in o-bounded disk graphs with n nodes.

Proof. First, observe that algorithm Guess accepts the first disk of the se-
quence with probability 1/2. So, the competitive ratio of the algorithm is
O(n). In the following, we will show that it is also O <H;°:gz 71 15g(7) 0—).
The proof proceeds in a similar way to the one of Theorem 33. Denote by
OPT the maximum independent set of the sequence and let k < 1+ [log o]
be the number of all different sets. For all i = 0,1, ..., k, denote by S. the
i-th set, by OPT; the maximum independent set for the disks of set S,
and by &; the fact stating that algorithm Guess decides to execute algorithm
First-Fit for the disks of the i-th set. It is: |OPT;| > |OPTNS]|, since the set
OPTNS! is an independent set for S]. We assume that the algorithm selects
the set S] and executes algorithm First-Fit for the disks of this set. Since,
for all i = 1,...,k, disks of set S} form a 2-bounded disk graph, assuming
that the algorithm selects the set S, and executes algorithm First-Fit for the
disks of this set, by Lemma 34, we conclude that the algorithm accepts

1 1
B, > — |OPT:| > — |OPT NS
i 2 3 [OPTi| = - |OPT (18]
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disks of set S!. The expected size of the independent set computed by
algorithm Guess is:

K

E[B] = ) (Pi[&]- B)

i=1
1 K
Z (Prl&] - |OPT N S;)
i=1
1
> G min {Pr[&]} - |OPT)|.
So, for showing that the competitive ratio of algorithm Guess is O <H;°:gz ol

we will show that for all i =1, ..., &, it is Pr[&;] € Q <+>

H;O:g: 71 10g() &
For all ¢ = 1,..., k, the probability that the event &; occurs equals the
probability that all disks belonging to the first ¢ — 1 sets (if there exist)
are rejected times the probability that the i-th set is selected. Obviously,

Pr(€)] = 1/2, Pr(&] = 1/4, Pr[€s] = 42, while for i > 4, it is

1 i—3 1 1
Prl&] = II <1 o)+ 1)> ai—2)(i—1)

Jj=1

For bounding from below this probability, we use the following three
technical claims.

Claim 36. For all 5 € [1,400) and integer i > 1, it is:

(1 (- 5m) > (25

Jj=t

Proof. First, we show that for all j > 1, it is

1—1
6<1+1.>—1. > 6<1+1,> ’ (4.1)
i) J

Consider the function F : [1,4+00] — R defined as

F(ﬁ)=ﬁ<1+%>_§_5<1+§>1—%'
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Its first derivative is

= () () ) )

Y
o

The last inequality stems from the inequality x > 1+ Inz, for all z > 1.
Since the function F'(-) is non-increasing and F'(1) = 0, it is implied that
F(B) >0, for all g € [1,+00), and, thus, (4.1) holds.

Using (4.1) we have:

1 1 Agi+B-1
1 (1-5577) = e 25

j=i1 j=i1

N (R
= Biz—in+1 j j L1541

Jj=t1

v
—~
-~
[N}
+
=
|
S
J
i
AN
e
/
=@
/N
—
+
|
N———
T
W= o
~__—

Claim 37. For all i > 0, it is

i

(- sger) 2 (- mm)

=1

Proof. First, we will show that
i

(- agees) 2 (- mm) i (- g @2

j=1 7j=1
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The lemma will result from applying inequality (4.2) recursively.
Claim 36 and the definition of the function a(-), imply that:

E(“W) = 11 11

= (aw) U I (e
wm) e
() T (5)
> (1- 1
2a(1)) 15 \2
By )“"g”<1>ad§’éin
2a(1)) 34 \2
< 1 >L10giJ 3 1
= 1— e o)+l
2a(1) i
= (- zi) T (=)
> =) L' amo+n)

where the last inequality stems from the fact that e™® > 1 — z, for all
xz > 0. O

Claim 38. For alli> 1, it is

* i log* 4
5 >log i—2 4 g

N < () ;.
a(i) < <4loge a(l) jl;[l log"’ i

log? e

Proof. Obviously, if log*i =0, i,e., i € [1,2), then it is




If log"i =1, ie., i € [2,4), then it is

1

a(i) = logea(tlogij)(tlogiHl)

IN

og ea(l) log i

16
Sloge

5 \7' 4
= < ) a(l)log .

4loge log? e

IN

a(l)logi

Similarly, if log* i = 2, i.e., i € [4,16), then

ali) = @amogm(tlogu 1)

IN

o2 ~o([log [logi])({log ] + 1)([log |logi| +1)

4
log? e

5 \' 4
= 1)logiloglog i.
<4loge> logzea( )logiloglogi

IN

a(1)logiloglog i

We assume that log* i > 2, i.e., ¢ > 16. Then, it is:

ali) = @amogmmogu +1)

5
4loge

IN

a(logi)logi

IN

5 log™ i—2 ( : log™® i—2 0
log*i—2) ; i),
< <4loge> a(log"'*® i) H log"/q

J=1

5\ 4 e
1 log"/ 1.
<4loge> logzea( )31;[1 e

The inequality in the second row stems form the fact that the function
a(+) is non-increasing and from the observation that for all ¢ > 16, it is
llogi'| +1 < %log i’. The third row results from recursive application of

this inequality, while the last inequality hold since log(°& =2 ¢ [4,16).

Thus, the proof of the Claim is completed.
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2loge

m , We have

Using Claims 37 and 38 and replacing (1) =

.

ricg

&3]
i—3 1
(1 y+1)> (i —2)i-1) =

J
log* (i—3)+1 1
_— >
) a(i —2)(i—1) —

< log™ (i—3)+ 1

>
41 ) ‘ log* (i—2)—2 o ‘ =
o8 <z—1>( ) () 1% ™ 1089 (i - 2)

Tloge logZe & j=1
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Since the number of all different sets « is at most 1+ [log o] < 2+log o,
we have

1
PI‘[EZ] e Toe" o—1 -
ijfl 7 ogl) o

thus, completing the proof of the theorem. O

4.2.2 Lower bounds

The lower bounds presented in this section show that, in general, ran-
domization does not help, i.e., there are sequences of n disks for which any
on-line algorithm is Q(n)-competitive even if the disk representation is given.
For o-bounded disk graphs, the next lower bound states that when the disk
representation is not given, on-line algorithms with competitive ratio loga-
rithmic in o do not exist.

Theorem 39. Any randomized on-line algorithm for computing independent
sets in o-bounded disk graphs with n nodes is (min{n,o?})-competitive
against oblivious adversaries, if the disk representation is not given.

Proof. Let k be a positive integer. We will construct an adversary which
generates a graph G, with an independent set of size k + 1 such that the
expectation of the size of the independent set of GG, that any randomized
on-line algorithm can find is at most 2.

The graph G, generated by the adversary is defined as follows. The
nodes of G are partitioned into k levels 0,1, ...,x — 1. Each level ¢ has two
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nodes: a left node v} and a right node v.. The two nodes of a level are
non-adjacent. First, the adversary generates the two nodes of level 0. For
i =1,....,6 — 1, the nodes of level i are generated after the nodes of level
i — 1. The adversary tosses a coin in order to connect the nodes of level i
with nodes of smaller levels. On heads, it connects both nodes of level i to
node vli_l and to all nodes of levels i — 2,7 — 3,...,0 to which node vli_l is
connected; on tails, it connects both nodes of level i to node v~ and to all
nodes of levels i — 2,...,0 to which node v/~! is connected.

Figure 4.2: An exmple for graph Gy.

Consider the set of nodes consisting of the two nodes of level Kk — 1 and,
for i = 0,...,x — 2, of the node of level ¢ which is not connected to nodes
of higher levels. This is an independent set of G,. Hence, the optimal
independent set of G, has size at least k + 1.

In what follows we will show that the size of the independent set of
G, any (possibly randomized) on-line algorithm can compute is at most 2.
Consider the application of an algorithm A on ¢ sequences of disks produced
by the adversary. Denote by [; the number of executions in which the al-
gorithm accepts the left node of level i, by r; the number of executions in
which the algorithm accepts the right node of level 7, and by b; the number
of executions in which the algorithm accepts both nodes of level i.

Fori=0,1,...,x—1, let X; be the random variable denoting the number
of executions in which the nodes presented at level ¢ are unconstrained by
nodes of smaller levels (i.e., they are not connected to nodes of smaller levels
that have been accepted by the algorithm). Then, nodes of level i 4+ 1 are
constrained only if:

e the left node of level i is rejected and the nodes of level ¢ 4+ 1 are
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connected to the left node of level 7 or

e the right node of level i is rejected and the nodes of level ¢ + 1 are
connected to the right node of level 3.

Hence,
i+
E[Xi1|Xi] < X — : —; —b
and
K—2
ri +1i +2b;
ElXo ] < t— Zof N
K—2
(7"2- +1; + 2b2) < 2t-— 2E[XK_1] (43)
i=0

Since the number of executions in which the algorithm accepts at least one
node from level kK —1 is at most the number of executions in which the nodes
of level k — 1 are unconstrained, it is ry—1 + lx—1 + by—1 < E[X,—1]. Now,
using (4.3), we obtain that the expectation of the size of the independent
set B(Gy) computed by the algorithm is

rk—1
1
E[BGl = 3> (ri+1i+2b)
i=0
1 K—2 1
= 3 > (ri+ 1+ 20;) + ;(Tn—l + o1+ 2bi-1)
i=0
1
< 9 Z(2E[Xn—l] — (Pe—1 4 le—1 + 2bk—1))
2
< 2- z(E[X,Q_l] = (re—1+le—1 + bs—1))
< 2

We conclude that the competitive ratio of the algorithm is at least £&L.

It remains to show that graph G, for kK = 2 (min{n, 02}) is a o-bounded
disk graph.

Lemma 40. For any o > 2 and n > 8, graph Guz2 for

o={ 5] [V}

is a o-bounded disk graph with at most n nodes.
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Proof. Consider o > 2 and an integer n > 8. We define as

o-mn{ |52}

Obviously, graph G4z has 8d? < n vertices. We will show that the graph
G442 is a o-bounded disk graph.

We construct the following disk representation of G442. The set consists
of 8d? disks and is partitioned into d disjoint sets called rings. Fori = 1, ...,d,
ring ¢ contains 8¢ — 4 disks called planets and 8; — 4 disks called satellites.
All planets are centered at the same point and all satellites have unit radius.

In each ring 4, the j-th planet (for j =0, ...,8i — 5) has radius 4(i — 1) +
1+ Sij_ =. Observe that all planets have radii between 1 and 4d — 2 < o.
Hence, the disk graph we construct is o-bounded. We will also show that it
is a disk representation of G 2.

For locating the satellites of ring i, pick 8 — 4 lines originating from
the center of the planets which partition the plane into 8 — 4 equal sectors.
The center of the j-th satellite of ring ¢ is located on the bisection of sector
j and distance 4(i — 1) + 2 + 12?110 from the center of the planets. The
construction for d = 3 is depicted in Figure 4.3.

Consider graph G2 and let fu; be the node of level ¢ which is connected
to nodes of higher levels. Denote by v’ the other node of level i. We
will show that the set of disks we constructed is a disk representation of
Gug2- In particular, we will map each node of graph G442 to a disk and we
will show that, for each pair of nodes connected with an edge in G442, the
corresponding disks overlap and that, for each pair of nodes not connected
with an edge in G442, the corresponding disks do not overlap.

Consider the function £(7, j) which denotes the position of the j-th planet
of ring 4 in the descending ordering of the planets according to their radius.
Since (i) each ring contains equal same number of planets and satellites, (ii)
the j-th planet of ring i has larger radius than planets 0, ..., j—1 of ring ¢ and
all planets of rings 1,..,7 — 1, and (iii) the j-th satellite of ring i has larger
distance from the center of the planets than satellites 0, ..., j— 1 of ring ¢ and
all satellites of rings 1,..,4 — 1, £(i,j) also denotes the position of the j-th
satellite of ring ¢ in the descending ordering of the satellites according to
their distance from the center of the planets. Clearly, if ¢(i1,j1) > £(i2, j2),
then it is either i1 < g or i1 =49 and j; < jo.

We map the j-th planet of ring ¢ to node vﬁ(i’j ) of Gug2 and the j-th

satellite of ring ¢ to node vﬁ(i’j ) of Gyge.

Consider a pair of nodes fuf)l and vff connected with an edge in Gyge.
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Figure 4.3: The construction of the sequences of disks generated by the
adversary for the proof of Lemma 6. Grey rings denote the peripheries of
planets of the same rings.
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The corresponding disks are planets and certainly overlap since they have
common center.

Consider a pair of nodes fuf)l and v$ connected with an edge in Gygpe.
Then, by the definition of graph G2, it must be £ < €. The corresponding
disks are the ji-th planet of ring i; and the jo-th satellite of ring is such
that £(i1,71) = & and £(i9, jo) = &2. Since & < &, it is either i1 > ig or
i1 = i3 and j; > jo. In the first case, the sum of the radii of the ji-th planet
of ring 71 and the jo-th satellite of ring io is

L > gy 42

417 — 1 2
(21 )+ +8i1—5 =

2ja+1

Alig —1) 424 P21~
> A=) +24 [

which is the distance of the center of the jo-th satellite of ring i from
the center of the planets. In the second case, the sum of the radii of the
j1-th planet and the jo-th satellite of ring i; is

, N , J2+1
A6 — 1) +2 > A% —1)+2
-D2+g— 2 da-D+2+g—
. 2j2 +1
Ay — 1)+ 24 2T
> Al =D 24 g

which is the distance of the center of the jo-th satellite of ring i from
the center of the planets. Hence, in both cases, the two disks overlap.

Consider a pair of nodes vgl and v3® not connected with an edge in G4g2.
By the definition of Gyg2, it must be & > &. The corresponding disks
are the ji-th planet of ring ¢; and the js-th satellite of ring is such that
g(il,jl) = &1 and g(ig,jg) = &. Since & > &, it is either i1 < 45 or i1 = i
and j; < jo. In the first case, the sum of the radii of the j;-th planet of ring
i1 and the jo-th satellite of ring is is

.]'1 <
81—5

4(ip — 1) +2 + 4(iz —2) +3

. 250 +1
Alig —1) 424 22T~
< Al =1+ 24 g

which is the distance of the center of the jo-th satellite of ring i5 from
the center of the planets. In the second case, the sum of the radii of the
j1-th planet and the jo-th satellite of ring iy is
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. J1 . 251 +1
Aiy — 1) + 2 < (i —1) 424 T
(=D +2+ = < - D+2+ 7o —5
. 2jo + 1
< Alig—1) 424 2T
< A(ig )+ +16i2—10

which is the distance of the center of the jo-th satellite of ring is from
the center of the planets. Hence, in both cases, the two disks do not overlap.

Finally, consider a pair of nodes v§ and v not connected with an edge
in G442. The corresponding disks are satellites; we will show that no two
satellites overlap. Consider first the ji-th satellite of ring ¢; and the js-th
satellite of ring i5 > 1. Then, the difference of the distances of the centers
of the two satelites from the center of the planets is

. 2jo + 1 . 251+ 1
Aoy — 1) 424 210 g, —1)—92_ LT
(-1 +2+ 1615 — 10 (i =1) 16, — 10
o 21 +1 o
Uiy — i) — LT S iy — i) —2> 2
iz =) = g5 3 > 4l = @) =2 2

meaning that the two satellites (which have unit radii) do not overlap.
In order to show that no two satellites of the same ring overlap, we will
show that no satellite crosses the boundaries of its sector. Consider the
j-th satellite of ring i. The angle defined by the bisection of the sector
i containing the satellite and one of its boundaries is ¢—. Let ¢ be the
distance of the center of the satellite from the boundary of sector j. Observe
that the distance of the center of the satellite from the center of the planets
is greater than 47 — 2. Hence,

) 4i — 2) si
> (44 )51n82,_4

2 7w
T8& —4

v

(4i — 2)
= 1,

where the last inequality follows since for any = € [0,7/4], it is sinx >

2!17.
™

O
This completes the proof of the Theorem. O
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The lower bound stated by Theorem 39 obviously does not hold when
the disk representation is given as part of the input. In this case, a simple
deterministic on-line algorithm accepting unit disks (whenever this was pos-
sible) and rejecting all other disks would be optimal for sequences of disks
produced by the adversary of Theorem 39.

The following theorem gives a lower bound on the competitiveness of
on-line independent set algorithms when the disk representation is given as
part of the input and essentially states that algorithm Classify is optimal
within a constant factor.

Theorem 41. Any randomized on-line algorithm for computing independent
sets in o-bounded disk graphs with n nodes is Q(min{n, log o})-competitive
against oblivious adversaries.

Proof. Given o > 1 and integer n > 2, we will construct an adversary similar
to the one used in the proof of Theorem 39 with the difference that, in each
level, the adversary reveals the representation of the disks to the algorithm.
So, an algorithm applied on a sequence generated by the adversary may use
the disk representation in order to make its random choices.

Let k = |min{n/2,1 4 logo}|. The adversary generates a sequence D
of disks in x levels 0,1,...,x — 1, each level having two disks. All disks are
centered at points of a line so we use only one coordinate for locating their
centers. First, the adversary presents two disks of radii o at level 0 with
centers at points clo =-—cand & =o0. Fori=1,..,k — 1, the two disks of
level i have radii 0 /2¢ and are presented after the disks of level i—1. Let cf_l,
dl = Cf_l + 0/2°=2 be the coordinates of the centers of the disks of level
i — 1. The adversary tosses a coin in order to locate the disks of level i. On
heads, the disks are centered at points ¢} = cf_l —0/2 and ¢l = cf_l +0/2¢
on tails, the disks are centered at points c. = cf_l +0/272 — /2% and
cf = cf_l + 0/2072 + /2%, respectively. The construction is depicted in
Figure 4.4.

Observe that the disks of the same level are non-overlapping and, for ¢ =
0,...,x — 2, all disks generated after the disks of level ¢ overlap with exactly
one of the two disks of level i. The intersection graph of D is the graph G,
used in the proof of Theorem 39 for k = |min{n/2,1+logo}|. Observe
that, in each level, both disks have identical radii, they overlap with the
same set of disks of smaller levels, and all disks that will appear in the next
levels are selected equiprobably to be overlapping with exactly one of them.
So, no extra information is actually obtained by the disk representation in
each level and the proof completes similarly to the proof of Theorem 39 to

obtain that no algorithm can be better than “Tﬂ—competitive. O
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Figure 4.4: The construction of the sequence D of disks generated by the
adversary for the proof of Theorem 6.

4.3 Independent sets in unit disk graphs

In this section, we present new upper and lower bounds on the com-
petitiveness of on-line randomized independent set algorithms for unit disk
graphs.

We first present algorithm Filter, an on-line randomized algorithm for
computing independent sets in unit disk graphs. We show that the algorithm
is % ~ 4.41-competitive against oblivious adversaries.

At the beginning, algorithm Filter selects o and 8 uniformly at random
from the intervals [0,4) and [0,2v/3), respectively.

1

When a new disk centered at point (z,y) appears, the algorithm does
the following: If there are integers k, A such that the point (z + o,y + )
has distance less than 1 from the point with coordinates (4x + 2(A mod
2),2A\v/3), then Filter executes algorithm First-Fit, else it ignores the disk.

When a new disk centered at point (z,y) appears, the algorithm does
the following: If there are integers k, A such that the point (z + o,y + )
has distance less than 1 from the point with coordinates (4x + 2(A mod
2),2A\v/3), then Filter executes algorithm First-Fit, else it ignores the disk.

!Note that we define algorithm Filter in this way for simplifying its description. To
make the algorithm more practical, we can modify it so that it selects § uniformly at
random in the interval [0, §) for all real numbers § > 2+/3 and uses points with coordinates
(4 + 2(X mod 2),\d) instead of (4k 4+ 2(A mod 2),2X\v/3). Then, following the same
analysis as the one of Theorem 7?7, we can show that algorithm Filter achieves a competitive
ratio of ‘;—5 against oblivious adversaries.
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Theorem 42. Algorithm Filter is 8—\7{3—competz'tz've against oblivious adver-
saries.

Proof. Consider the application of algorithm Filter on a sequence D of disks
of unit radius. Let D’ denote the (random) subsequence of D consisting of
the disks not ignored by the algorithm. We denote by A(D) the maximum
independent set of a sequence D and by B(D) the set of disks accepted by
the algorithm.

We first show that the probability that a disk is not ignored by the algo-

rithm is ﬁ. Consider a disk D with center at point (z,y) and the rectangle

defined by the diagonal points (x,y) and (x + 4,y + 2/3). Also, consider
the unit disks containing the points at distance less than 1 from points with
coordinates (4x + 2(A mod 2),2X\\/3) for integer x and A, and observe that
the total area of the intersection of these disks with the rectangle equals the
area of a disk with radius 1 (see Figure 4.5. Since point (z + a,y + ) is
uniformly distributed within the rectangle, the probability that the disk D
is not ignored by algorithm Filter is equal to the area of a disk of radius 1

ie T
over the area of the rectangle, i.e., 53
° e | e | °
25 EE = S
o
(xy) 4
[ ] [ J [ ] [ ]

Figure 4.5: Disk centers (x,y) and (2/,9) and the rectangles where points
(x +a,y+ ) and (' + a,y’ + 3) are uniformly distributed.

Now consider the maximum independent set A(D) and let A'(D) be the
(random) subset of A(D) consisting of the disks of A(D) not ignored by
algorithm Filter. Clearly, A’(D) is an independent set for the set of disks
D', thus, it is |A(D’)| > |A'(D)|. By linearity of expectation, we obtain that
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|A"(D)| = 8—\”/3]14(7))] meaning that

E[lA(DY)]] (D)| (4.4)

T
> < \/g‘A

We now observe that each connected component of the intersection graph
defined by the disks in D’ is a clique. In particular, consider the two points
O; with coordinates (4r; + 2(A; mod 2),2X\1v/3) and O, with coordinates
(49 + 2(A2 mod 2),2X2v/3) such that either x; # kg or A\; # Ay and three
disks Dy, Dy, and D3 centered at points C7,Cy, and C3 with coordinates
(z1,y1), (z2,y2), and (z3,ys3), respectively. Also, denote by C}, C%, and C%
the points with coordinates (z1+«, y1+03), (x2+a,y2+ ), and (x3+a, y3+
B3), respectively. Assume that points C; and C5 have distance smaller than
1 from point Oy, and point Cy has distance smaller than 1 from point Os.
We will show that disks D1 and D3 overlap while disks Dy and Dy are non-
overlapping. Clearly, it is |C1C3| = |C{C4| and by triangle inequality, we
obtain that |C1C3| < |C101] +|01C)| < 2. Hence, disks D; and D3 overlap.
Now, it can be easily verified that if either k1 # kg or A\; # A9, it is |O104] >
4. By the triangle inequality, we have that |O;C1| + |C1Ch| + |C502| > 4.
Clearly, |C1C4| = |C1Cy] and since |01C]| < 1 and |C409| < 1, it is also
|C1C4| > 2 meaning that disks D and Dy do not overlap.

Now, since each connected component of the intersection graph of D’ is
a clique, the maximum independent set in the neighborhood of a disk has
size at most 1. So, any disk accepted by algorithm Filter may block at most
one disk in A(D'). Hence, for the subsequence D’ of the disks not ignored by
algorithm Filter, it is B(D’) > |A(D')| implying that E[B(D')] > E[|A(D")]].
Using (4.4), we obtain that the competitive ratio of algorithm Filter is

A(D)| _ 8v3
EBMD) =«

0

By adapting the lower bound construction of Section 4.2.2 to the case of
unit disk graphs, we obtain the following statement.

Theorem 43. No on-line (randomized) algorithm for computing indepen-
dent sets in unit disk graphs can be better than 3-competitive against oblivious
adversaries if the disk representation is not given. Fven if the disk represen-
tation is given, then no on-line (randomized) algorithm can be better than
2.5-competitive against oblivious adversaries.
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Proof. The proof of the first part is similar to the proof of Theorem 39. We
construct an adversary which generates the graph G5 and show that Gj is
a unit disk graph. A disk representation of G5 with unit disks is depicted
in Figure 4.6.

Figure 4.6: The construction of the sequences of disks generated by the
adversary for the proof of the first part of Theorem 43.

The proof of the second part is similar to the proof of Theorem 41 and
must guarantee that the unit disks in each level but the last one are po-
sitioned in such a way (i.e., symmetrically) that no algorithm can gain
anything from the representation. We can show that there is a disk rep-
resentation of G4 with these properties. An example is depicted in Figure
4.7.

Figure 4.7: An example of the construction of the sequences of disks gener-
ated by the adversary for the proof of the second part of Theorem 43.
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First, the adversary presents two unit disks at level 0 centered at points
(—2,0) and (2,0). Next, it tosses a coin. On:

e HEADS, it presents two unit disks at level 1 centered at points (—3.3,0)
and (—0.7,0). Then, it tosses a coin. On:

— HEADS, it presents two unit disks at level 2 centered at points
(=3,1.7) and (—3,—1.7). Then, it tosses a coin. On:

* HEADS, it presents two unit disks at level 3 centered at points
(—3.7,0.2) and (—2.1,1.5). Then, it stops.
* TAILS, it presents two unit disks at level 3 centered at points
(—3.7,—0.2) and (—2.1,—1.5). Then, it stops.
— TAILS, it presents two unit disks at level 2 centered at points
(—=1,1.7) and (—1,—1.7). Then, it tosses a coin. On:
* HEADS, it presents two unit disks at level 3 centered at points
(—0.3,0.2) and (—1.9,1.5). Then, it stops.
* TAILS, it presents two unit disks at level 3 centered at points
(—0.3,—-0.2) and (—1.9,—1.5). Then, it stops.

e TAILS, it presents two unit disks at level 1 centered at points (0.7,0)
and (3.3,0). Then, it tosses a coin. On:

— HEADS, it presents two unit disks at level 2 centered at points
(1,1.7) and (1, —1.7). Then, it tosses a coin. On:

* HEADS, it presents two unit disks at level 3 centered at points
(0.3,0.2) and (1.9,1.5). Then, it stops.
* TAILS, it presents two unit disks at level 3 centered at points
(0.3,—-0.2) and (1.9,—1.5). Then, it stops.
— TAILS, it presents two unit disks at level 2 centered at points
(3,1.7) and (3,—1.7). Then, it tosses a coin. On:
* HEADS, it presents two unit disks at level 3 centered at points
(3.7,0.2) and (2.1,1.5). Then, it stops.

* TAILS, it presents two unit disks at level 3 centered at points
(3.7,—0.2) and (2.1, —1.5). Then, it stops.

We can easily see that in every case (depending on the outcome of the coin
tosses) the resulting set of disks is a disk representation for the graph Gj.
An example is depicted in Figure 4.7. [l
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4.4 An upper bound for on-line coloring

In this section we present an on-line coloring algorithm for disk graphs
which does not require the disk representation. It achieves competitive ratio
O(min{log n,logc}) for coloring o-bounded sequences of n disks matching
the best known upper bound for the case where the disk representation is
given. The algorithm is a combination of algorithm First-Fit and algorithm
Layered which is presented in the following.

The algorithm Layered classifies the disks into layers and applies algo-
rithm First-Fit to each layer separately, using a different set of colors in each
layer. Layers are numbered with integers 1,2, ... and a disk is classified into
the smallest layer possible under the constraint that it cannot be classified
into a layer if it overlaps with at least 16 mutually non-overlapping disks
belonging to this layer.

Lemma 44. For any o-bounded sequence of disks, the number of layers
constructed by algorithm Layered is at most 1 4+ logo.

Proof. Consider the application of the algorithm on a o-bounded sequence
of disks. Consider a disk D; belonging to layer ¢ > 1 and let R be the radius
of D;. We can show that there is a disk of radius at most R/2 in layer i — 1.
In particular, let S be a set of 16 mutually non-overlapping disks of layer
i — 1 overlapping with D;. Using an argument similar to the one used in
the proof of Lemma 34, we can show that at least one of the disks in S has
radius at most R/2, otherwise, either the disks in S would not be mutually
non-overlapping or at least one of them would not overlap with D;.

We will first show that there is a disk of radius at most R/2 in layer
i — 1. Consider a disk D} with the same center as D; and of radius 2R
and let D} ,..., D}, be the 17 mutually non-overlapping disks of layer
i — 1 overlapping with D;. Assume that disks D}_l, ey Dilzl all have radius
at least R/2. Then, the intersection of each of them with D/ has area at
least 7R?/4 while the area of D! is 4mR%.  Since the 17 disks are non-
overlapping, so are the areas intersecting with D} and it should be 17 x
7R?/4 < 47 R?, a contradiction. Hence, we have proved that at least one of
the disks Dil_l, e Dl-lzl has radius smaller than R/2.

Let j > 1 be the highest layer containing disks and let D; be a disk
belonging to layer j. This means that one of the disks of layer j—1 (say D;_1)
that D; overlaps with has radius at most R/2. Using the same argument,
we obtain that a disk D;_» of layer j — 2 overlapping with D;_; has radius
at most R/4, and, eventually, a disk D; of the first layer has radius r at
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most R/2771. Hence, o > R/r > 27! which gives that the number of layers
jisj<1l+logo. O

Theorem 45. The algorithm Layered is O(log o)-competitive when applied
to o-bounded sequences of disks.

Proof. Consider the application of algorithm Layered on a o-bounded se-
quence of disks. Let j be the layer where the maximum number of colors
has been used. Let o be the highest color used in layer j and let D; be
the disk colored with color .. Then, this disk overlaps with at least o — 1
disks of layer j appeared prior to it. By the definition of the algorithm,
the number of mutually non-overlapping disks of layer j overlapping with
Dj is at most 15. This implies that the optimal algorithm should use at
least «/15 colors for coloring the disks of the sequence while, by Lemma
44, algorithm Layered uses at most a(log o + 1) colors, hence, it is at most
15(log o + 1)-competitive. O

We now combine algorithms First-Fit and Layered using a technique pro-
posed in [19, 20] to obtain a better result. We use two separate sets of colors
for algorithms First-Fit and Layered. When a new disk D; is presented we
run algorithm First-Fit on D, together with those disks colored by First-Fit.
Similarly, we execute Layered. Then, we compare the results of these two
algorithms and color D; with the algorithm that has used fewer colors up to
that point (including the color used for disk D;). The total number of colors
used is at most the sum of the number of colors used by both methods. Note
that at any time of the execution of the combined algorithm, the number of
colors used by First-Fit and the number of colors used by Layered differ by
at most one. Assume that n < 0. The number of colors used by First-Fit is
at most O(logn) times the optimal number of colors. The number of colors
used by Layered is at most one more than that of First-Fit. So, the total
number of colors is at most O(logn) times the optimal number of colors. A
similar argument holds in the case where n > 0. We obtain the following
theorem.

Theorem 46. There ezists an O(min{log n, log o }-competitive algorithm for
on-line coloring a o-bounded disk graph with n nodes.
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Chapter 5

Conclusions - Future
Research

In this PhD Thesis, we have presented techniques for the efficient solution
of two fundamental graph-theoretic problems: maximum independent set
and graph coloring with the further objective of their application to the
efficient frequency allocation and call control in wireless networks.

We have studied the on-line version of both problems using competi-
tive analysis. We have considered cellular, planar and arbitrary network
topologies. For the frequency allocation problem in cellular networks, we
improved the best known competitive ratio which had been proved to be at
least 3. Using competitive analysis, we proved that the competitive ratio of
the greedy algorithm is at least 2.429 and at most 2.5.

For the call control problem in cellular networks, we presented algorithm
p-random, a randomized algorithm that uses randomness proportional to
the size of the network in wireless networks of reuse distance 2 and proved
that it achieves a competitive ratio which is better than the correspond-
ing deterministic. In particular, we proved that algorithm p-random obtains
a competitive ratio against oblivious adversaries between 2.469 and 2.651.
Our analysis can extend to arbitrary networks. Furthermore, using Yao’s
Minimax Principle we proved lower bounds of 1.857 and 2.086 on the com-
petitiveness of randomized call control algorithms for wireless networks with
cellular, arbitrary and planar interference graphs, respectively.

We significantly improved these results giving a series of simple ran-
domized algorithms which obtain competitive ratios less than 3, work for
networks that support arbitrarily many frequencies and, use only either a
constant number of random bits or a weak random source. The best upper
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bound on competitiveness we proved is 7/3.

For cellular networks of reuse distance k& > 2, we presented simple ran-
domized on-line call control algorithms with competitive ratios that signif-
icantly improve the lower bounds of deterministic algorithms and use only
O(log k) random bits. Furthermore, we proved new lower bounds of 25/12,
127/60, and 2,5 on the competitiveness of on-line call control algorithms in
cellular networks of reuse distance k = 2,3,4, k = 5 and k > 6, respectively.

We have studied the on-line versions of the two fundamental graph-
theoretic problems, the maximum independent set problem and the graph
coloring problem, for disk graphs, which are graphs resulting from the inter-
section of disks on the plane. In disk graphs, the maximum independent set
and the coloring problems are important since they can be used to model re-
source allocation problems in wireless communication networks [29]. For the
maximum independent set problem, we examined if the use of randomness
can help in the improvement of the competitive ratios of on-line algorithms.
We proved that, in general, the use of randomness does not help against
oblivious adversaries even when the disk representation is given as part of
the input, i.e., we constructed sequences of disks for which no (possibly ran-
domized) on-line algorithm can have a competitive ratio better than Q(n).
When the disk representation is not given as part of the input, we proved a
lower bound of Q(min{n,?}) on the competitiveness of on-line algorithms
in o-bounded disk graphs with n vertices which implies that algorithm First-
Fit is optimal within a constant factor. For o-bounded disk graphs when the
disk representation is given as part of the input, we presented randomized
algorithms with competitive ratios almost logarithmic in ¢ and proved that
these algorithms can be optimal. For unit disk graphs, we presented a ran-
domized algorithm with competitive ratio equal to 4.41 (which is less than
the lower bound of 5 on the competitiveness of deterministic algorithms).
We also proved lower bounds of 2.5 and 3 on the competitiveness of random-
ized algorithms for unit disk graphs. For the coloring problem, we showed
how the best known upper bound of O(min{logn,logo}) for o-bounded se-
quences of n disks can be achieved even if the disk representation is not
given as part of the input.

Our work reveals some interesting open problems for both the frequency
allocation and the call control problems.

For the frequency allocation problem, the most interesting open problem
is whether there exists a 2-competitive deterministic algorithm. Further-
more, the use of randomness could give improved results for the problem.
To the best of our knowledge, randomized frequency allocation algorithms
have not been studied in cellular networks, neither for the static nor for the
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on-line version. In this case, the only known lower bound is the one of 4/3
(which is only implied by Bartal et al. in [8]).

For the call control problem, the basic open problem is to close the gap
between the upper and lower bound on the competitiveness of the relevant
algorithms. The most interesting version of the problem concerns random-
ized on-line algorithms in wireless cellular networks with small reuse dis-
tance. We also presented algorithms based on the ““classify and randomly
select”” paradigm using new colorings for the interference graph. These al-
gorithms use a small number of random bits, and obtain small competitive
ratios against oblivious adversaries even in the case of networks that support
arbitrarily many frequencies.

Furthermore, our approach naturally leads to the definition of the follow-
ing coloring problem. To our knowledge, this problem has not been studied
before.

GRAPH COLORING BY SEPARATED CLIQUES

INSTANCE: A graph G = (V| E) and a positive integer K.
QUESTION: Is there an assignment of at most K colors to the
nodes of G such that each connected component of the subgraph
of G induced by the nodes colored with the same color is a clique?

Efficient solutions to this problem (upper bounds on the number of colors
and approximability results for its optimization version), even for special
classes of graphs, may give simple and efficient competitive on-line algo-
rithms based on the “classify and randomly select” paradigm in more general
network topologies than those discussed in this PhD Thesis.

The results for the independent set extend to the more general problem
where we are given w > 1 colors and the objective is to accept the maxi-
mum number of disks which can be properly colored with at most w colors
(clearly, for w = 1, this is the independent set problem). Algorithms Clas-
sify, Guess, and Filter can be easily modified to solve this problem with the
same competitiveness bounds we proved for the independent set problem.
Out techniques can also be used for other classes of intersection graphs, e.g.,
rectangle intersection graphs.

The most interesting open problem related to the independent set prob-
lem is perhaps to close the gap on the competitiveness of (randomized)
on-line algorithms in unit disk graphs. It would be very interesting even to
find an algorithm with competitive ratio smaller than 5 which does not re-
quire the disk representation. For the coloring problem, there is still a large
gap (in terms of o) between the competitiveness of algorithm Layered (or
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algorithms with similar competitive ratio that use the disk representation)
and the known lower bounds.
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